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We propose a general scheme for diagnosing interaction-driven topological phases in the weak
interaction regime using exact diagonalization (ED). The scheme comprises the analysis of eigenvalues of
the point-group operators for the many-body eigenstates and the correlation functions for physical
observables to extract the symmetries of the order parameters and the topological numbers of the
underlying ground states at the thermodynamic limit from a relatively small size system afforded by ED.
As a concrete example, we investigate the interaction effects on the half-filled spinless fermions on the
checkerboard lattice with a quadratic band crossing point. Numerical results support the existence of a
spontaneous quantum anomalous Hall phase purely driven by a nearest-neighbor weak repulsive
interaction, separated from a nematic Mott insulator phase at strong repulsive interaction by a first-order
phase transition.
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Introduction.—The pursuit of interaction-driven topo-
logical phases in fermions is becoming a collective activity
in the condensed matter physics community [1–18], as
people are expecting that such phases, if discovered, will
combine both the richness of many-body effects and the
elegance of topological physics. In Ref. [19], Raghu and
co-workers proposed the possibility of repulsive interaction
generated current loops (spin-orbital coupling) in spinless
(spin-1=2) electrons on a honeycomb lattice, which gives
rise to quantum anomalous Hall (QAH) [quantum spin Hall
(QSH)] phases. Although more recent analytical and
numerical works [12,20–28] have disputed the proposal
in that particular model, alternative routes towards the
realization of interaction-driven topological phases are
currently being actively explored [14,15,18,29–38].
On the other hand, in a 2D system, unlike the Dirac

point, a quadratic band crossing point (QBCP) with finite
density of states (DOS) at the Fermi energy is unstable for
arbitrarily weak interactions, leading to the possibility of
spontaneous breaking of rotational symmetry (nematic
phase) or time-reversal invariance [11,39–44]. In
Ref. [42], Sun and co-workers proposed that the short-
range repulsive interaction in spinless fermions is margin-
ally relevant in a one-loop renormalization group, and the
leading mean-field instability is towards a QAH insulator
with broken time-reversal symmetry. At the noninteracting
limit, the QBCP acquires a dynamic critical exponent
z ¼ 2, which renders the effective dimension of the under-
lying 2D system 4, and, hence, the corresponding mean-
field analysis is likely to be permitted by the Ginzburg
criterion [45].
To diagnose the interaction-driven topological phases, in

this work, we design a scheme that enables us to extract

definitive information on the thermodynamic ground state,
including the symmetries of the phases and their topologi-
cal numbers, from relatively small size systems studied by
ED. Such a diagnosis scheme is comprised of the analyses
of eigenvalues of the point-group operators for the
many-body eigenstates and the correlation functions for
physical observables. We apply this scheme to the half-
filled spinless fermions on the checkerboard lattice with a
quadratic band crossing point [46]. We map out the full
phase diagram in the parameter space with two gapped
phases: a time-reversal breaking QAH phase at small
repulsive interaction and a rotation symmetry breaking
site-nematic Mott insulator (NMI) phase at large repulsive
interaction, which are separated by a first-order quantum
phase transition. This is the first time that the eigenvalues of
the many-body eigenstates are used to infer the topological
numbers in ED, and we remark that a similar method can be
used to diagnose other topological phases in the weak
interaction regime, such as the quantum spin Hall state and
the pþ ip superconducting state.
Model and method.—The system studied in this Letter

has the following Hamiltonian,

Ĥ ¼ −
X

ij

ðtijĉ†i ĉj þ H:c:Þ þ μ
X

i

n̂i þ V
X

<ij>

n̂in̂j; ð1Þ

where tij is the hopping amplitude between sites i and j,
and V is the nearest-neighbor repulsion. As shown in
Fig. 1(a), tij ¼ t, t0, t00, respectively, standing for the nearest
(t, black solid lines), one type of next-nearest (t0, purple
long-dashed lines) and the other type of next-nearest
(t00, yellow short-dashed lines) neighbor hopping amplitudes.
We set t0 ¼ −t00 to achieve the particle-hole symmetry
(although our results also hold for the non-particle-hole
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symmetric case) and set chemical potential μ ¼ −2V to
guarantee half-filling [41,42]. To simplify the notation, the
nearest-neighbor hopping t and the nearest-neighbor bond
length a are set to be units of energy and length.
The model in Eq. (1) acquires C4 point-group symmetry

and time-reversal symmetry T. The QBCP at the M point
[shown in Fig. 1(b)] with monopole flux 2π in the non-
interacting band structure is protected by the combined
symmetry of T and C4 [40–42,50]. In the ED calculations,
we employed clusters with four different geometries
(denoted as 16A, 18B, 24C, and 24D, as shown in the
Sec. I of the Supplemental Material [51]). The results in the
main text, especially the analysis of eigenvalues of the C4

operators, are mainly obtained from the 16A cluster which
respects the full symmetries of the Hamiltonian. Some
physical observables of other clusters, particularly the 18B
cluster which also respects the C4 symmetry, are also
presented. For a given cluster, we apply a chosen set of
twisted phases at the boundaries to ensure that the QBCP
is included at the discretized single-particle momenta.

Since the QBCP is the Fermi surface at half-filling, for
small size calculations, it is crucial to include the states on
the Fermi surface. The Supplemental Material [51] explains
in detail the choice of the twisted phases.
Numerical results.—Our ED calculations provide the

energies of the low-lying eigenstates in the parameter space
spanned by V=t and t0=t, from which two gapped phases
are identified. In each phase, the two lowest lying states are
separated from the higher states by a spectral gap. The two
lowest lying states in each phase are thus identified as the
ground state subspace, from which the symmetry-breaking
ground state arises in the thermodynamic limit. As will
become clear later, the two gapped phases are distinct as
their ground state subspaces have different representations
of the C4 symmetry.
We first present the results for t0=t ¼ 1 for concision.

Figure 2(a) shows the low energy spectra as a function of
V=t. At small V=t, we can see an exact twofold ground state
degeneracy, and these two degenerate ground states form
the basis of the 2D E� representation of C4 point group.
This property is actually inherited from the Slater
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FIG. 1. (a) 16A cluster of the checkerboard lattice. Two next-
nearest-neighbor hopping amplitudes t0 and t00 are differentiated
by the purple long-dashed and orange short-dashed lines. The
green arrows represent the current loops in the spontaneous
QAH phase. a1 ¼ ð1; 1Þ, a2 ¼ ð−1; 1Þ are the primitive vectors.
(b) Noninteracting band structure along the high-symmetry path
Γð0; 0Þ → Xðπ=2; π=2Þ → Mð0; πÞ → Γð0; 0Þ. Unlike the mass-
less Dirac points in honeycomb lattice, the QBCP gives rise to a
finite DOS. (c) The ground state phase diagram obtained from ED
calculations. We use the level crossing (avoided level crossing) in
the 16A (18B, 24D) cluster under the periodic [antiperiodic, (0, π)
twisted phase] boundary condition to determine the phase
boundary. Phase boundaries determined from self-consistent
mean-field calculation are also presented with dashed lines.
Insets are the caricatures of the QAH and NMI order parameters
in real space.

FIG. 2. (a) Energy density of the four lowest energy levels in the
16A as a function of V=t. The inset is an enlargement of the level
crossingclose toVc ≈ 2.81t.E�,A, andB label thefourenergy levels
with their corresponding C4 representation. (b) Single-particle gap

Δsp ¼ ðENeþ1
0 þ ENe−1

0 − 2ENe
0 Þ=2 and the excitation gaps ΔðnÞ

ex ¼
En − E0 as a function of V=t. The single-particle gap opens at

infinitesimalV=t andhasdipatVc=t,whileΔ
ð2Þ
ex closesandreopensat

Vc=t. The inset shows Δ
ð1Þ
ex is exactly 0 (indicating E� are exactly

degenerate) at V < Vc and is actually finite (indicating A and B are
only quasidegenerate) at V > Vc.
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determinant state in the noninteracting limit. It can be
explicitly checked that in the noninteracting limit, the Slater
determinants on a finite square lattice with periodic
boundary condition (PBC) form E� of C4; as interaction
turns on, the doublet is gapped from the higher states by a
finite gap, thus remaining as the same 2D representation.
At V ¼ Vc ≈ 2.81t, a level crossing occurs, after which two
nearly degenerate excited states become the lowest eigen-
states accompanied by the closing and reopening of
excitation gap Δð2Þ

ex , as shown in Fig. 2(b). At V > Vc,
the two states in the ground state subspace belong to the 1D
A and B representation of C4, respectively.
The same holds qualitatively for other values of t0=t: as V

is turned on, the system immediately enters one gapped
phase, referred to as the small-V phase, whose ground
state subspace forms the E� representation of C4. Further
increasing V, the system goes through a quantum phase
transition and enters another gapped phase, or the large-V
phase, whose ground state subspace includes one A and one
B representation (see Table S1 of Sec. VII in the
Supplemental Material [51]). The phase diagram is plotted
in Fig. 1(c), where the phase boundary is defined on where
the representation of the ground state sector changes (16A)
or the avoided level crossing happens (18B, 24D). Having
the phase boundaries determined, from here on, we employ
our diagnosis scheme to answer the more physical ques-
tions: (i) what is the symmetry of the thermodynamic
ground state? and (ii) what is the topological number, if
any, of the ground state?
We first examine the small-V phase and focus on the 16A

cluster, whose ground state sector has two states with C4

eigenvaluesþi and −i, denoted by E�. These two states are
exactly degenerate due to time-reversal symmetry, because
T sends a C4 eigenstate of eigenvalue þi to another one of
eigenvalue −i. The symmetries of the Hamiltonian, T and
C4, may either be preserved or broken in the thermody-
namic limit: case (a) the ground state is an eigenstate of C4,
thus breaking T and preserving C4; case (b) the ground
state is an equal weight superposition of E�, thus breaking
C4 down to C2, and as the two states have the same C2

eigenvalue C2 ¼ C2
4 ¼ ð�iÞ2 ¼ −1, suggesting a nematic

phase.
Now we show that only case (a) is possible for the small-

V phase and one can never have a thermodynamic ground
state that is a superposition of the C4 eigenstates with
eigenvalues �i. To see this, we first calculate the Chern
numbers of the C4 eigenstates. For a finite system, the
Chern number may be defined via its linear response to a
twisted phase at the boundaries [52–54]. In Ref. [55], it was
shown that, in a weakly interacting system, for any gapped
state that is an eigenstate of some rotation operator, its
Chern number is directly related to the rotation eigenvalue
under periodic boundary condition without twisted phases.
Our numerical data suggest that the small-V phase extends
to V ¼ 0 and is a gapped phase with weak interaction, so

the Chern number C is determined by the C4 eigenvalue
ξ ¼ 1, −1, i, −i up to a multiple of 4

iC ¼ ξ: ð2Þ

Using this formula, we determine the Chern numbers of the
two lowest lying states E� as (see Table I).

CEþ ¼ 1 mod 4;

CE− ¼ −1 mod 4:

Next, we argue that the small-V thermodynamic limit
ground state cannot be a superposition of E�. Because if
it were the case, since we have just shown E� have different
Chern number, their superposition would imply that the
thermodynamic limit ground state has ambiguous Chern
number; but this is against the general principle that the
ground state of any gapped system should carry a unique
Chern number (see Secs. II and III in the Supplemental
Material [51] for a detailed discussion). Therefore, the
thermodynamic ground state can only be one of E� with a
nonzero Chern number. The small-V phase hence breaks T
and preserves C4, and carries a Chern number of�1 up to a
multiple of 4. The small-V phase is an interaction-induced
QAH state.
For the large-V phase, the two lowest lying states are

quasidegenerate: there is a small gap in between that scales
with the size of the system to some inverse power. The two
states have C4 eigenvalues of þ1 and −1, respectively, or
belong to the 1D A and B representation of C4. The
formula (2) no longer applies in this phase due to the strong
interaction. Fortunately, deep in this phase there is a large
gap separating the two lowest states from the other part of
the spectrum for arbitrary twisted phase (see Fig. 3S in the
Supplemental Material [51]); therefore, we can use the
winding of the wave function under a different twisted
phase to calculate the Chern number, which turns out to be
zero for both the A and B states. Therefore, any
C4-breaking local operator may have off-block-diagonal
elements in the lowest lying subspace. The thermodynamic
ground state is hence a superposition of the two states,
which breaks C4 yet preserves C2. Whether or not the
thermodynamic ground state breaks T depends on the
relative phase in the coefficients of the superposition. Our
ED calculation shows that the matrix elements of the bond
current operator are extremely small for large V=t (not
shown). This additional evidence pins down the large-V

TABLE I. Symmetry properties of many-body eigenstates of
16A under C4. SSB stands for spontaneously symmetry breaking.

Interaction ξð0; 0Þ SSB Chern number

V < Vc �i TRS �1
V > Vc �1 C4 → C2 0
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phase to an NMI, which has zero Chern number. In order
for the Chern number to change by an odd integer, a
topologically protected level crossing must occur at some
special twisted-boundary condition when the system has
space-inversion symmetry or higher [54]. That is why we
can see a level crossing in the 16A cluster calculation under
PBC, as shown in Fig. 2(a).
The above analysis on the ED results help us extract

information on the symmetry and the topology of the
thermodynamic ground state. It does not, however, give the
form of the leading order parameters and the corresponding
electronic structures of the phases. To this end, we also
perform a mean-field study following Ref. [42], which
generates the mean-field phase boundaries in Fig. 1(c). The
leading order parameters for the two phases are the current
loop and the site nematicity defined as

mQAH ¼ 1

4

X

δ¼�x̂;�ŷ

DδhĴi;iþδi;

mNMI ¼
1

4

X

δ¼�x̂;�ŷ

hρ̂i;iþδi; ð3Þ

where i labels the sites in the A sublattice and Dδ ¼ þ1 for
δ ¼ �x̂ and −1 for δ ¼ �ŷ. Ĵi;iþδ ¼ iðĉ†i ĉiþδ − ĉ†iþδĉiÞ is
the current operator. ρ̂i;iþδ ¼ ĉ†i ĉi − ĉ†iþδĉiþδ is the electron
density difference between the A and the B sublattices. The
caricatures of the ordered pattern are shown in the insets of
Fig. 1(c).
The mean-field phase diagram is qualitatively consistent

with the ED results. However, it fails to predict the
insulating behavior of NMI when the site-nematic order
parameter is small (see Sec. VI in the Supplemental
Material [51]). Also we note that the ED results show a
larger area of the QAH phase, indicating an overestimate of
the site-nematic order in the mean-field calculations. More
importantly, we also computed the correlation functions of
the order parameters in ED,

SQAH ¼ 1

4

X

i∈A

X

δ

DδhĴi;iþδĴi0;i0þδ0i;

SNMI ¼
1

4

X

i∈A

X

δ

hρ̂i;iþδρ̂i0;i0þδ0i; ð4Þ

where we have used the translation symmetry and i0, i0 þ
δ0 is the reference bond. For comparison, here we present
the results along the line t ¼ t0 and plot the correlation
functions versus V=t in Fig. 3. At small V=t, the broad peak
in the QAH current loop structure factor [see Fig. 3(a)]
signifies that the QAH phase will be stable in the thermo-
dynamic limit. The possibility of a bond-nematic phase in
the small V=t is also considered, but its correlation is
clearly short ranged (see Sec. V in the Supplemental
Material [51]). At large V=t, SNMI quickly increases and

it saturates at SNMI ¼ 1 in the V=t → ∞ [see Fig. 3(b)],
indicating that all electrons are located at either A sites or
B sites.
Discussion.—Finally, we discuss the transition between

the small-V QAH and the large-V NMI phases. The QAH
phase preserves C4 and breaks T, while the NMI phase
breaks C4 and preserves T. Therefore, they can either be
separated by a first-order transition line or a region of the
coexisting phase (breaking both T and C4). In the mean-
field calculation (see Fig. 1 or in Ref. [42]), there is a very
small region where both order parameters are nonvanish-
ing, while the data from ED are insufficient to draw any
conclusion. We conjecture there is a first-order transition. If
there were a coexisting phase, the thermodynamic ground
state presumably arises from the joint ground state sub-
spaces of QAH and NMI, i.e., a linear superposition of the
E� representation and the A and B representations of C4.
But we know that due to the difference in Chern numbers,
only the A and B representations, both having vanishing
Chern number, can be linearly superimposed. In other
words, the thermodynamic ground state cannot have a finite
Chern number while being a superposition of different
representations of C4, so the QAH phase must preserve C4

and cannot coexist with the NMI phase.
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FIG. 3. The structure factors of the (a) QAH and (b) NMI phases.
The discontinuity in the 16A results is due to the level crossing.
We clearly see the enhancement of the QAH structure factor at
V < Vc and the saturation of the NMI structure factor at V > Vc.
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Note added.—We have recently become aware of an
interesting work [56] where the interaction-driven sponta-
neous quantum Hall effect is observed on a kagome lattice
via ED and DMRG.
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