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Probability-Distribution-Configurable True Random Number
Generators Based on Spin-Orbit Torque Magnetic Tunnel
Junctions

Ran Zhang, Xiaohan Li, Mingkun Zhao, Caihua Wan,* Xuming Luo, Shiqiang Liu,
Yu Zhang, Yizhan Wang, Guoqiang Yu, and Xiufeng Han*

The incorporation of randomness into stochastic computing can provide
ample opportunities for applications such as simulated annealing,
non-polynomial hard problem solving, and Bayesian neuron networks. In
these cases, a considerable number of random numbers with an accurate and
configurable probability distribution function (PDF) are indispensable.
Preferably, these random numbers are provided at the hardware level to
improve speed, efficiency, and parallelism. In this paper, how spin-orbit torque
magnetic tunnel junctions (SOT-MTJs) with high barriers are suitable
candidates for the desired true random number generators is demonstrated.
Not only do these SOT-MTJs perform excellently in speed and endurance, but
their randomness can also be conveniently and precisely controlled by a
writing voltage, which makes them a well-performed Bernoulli bit. By utilizing
these SOT-MTJ-based Bernoulli bits, any PDF, including Gaussian, uniform,
exponential, Chi-square, and even arbitrarily defined distributions can be
realized. These PDF-configurable true random number generators can then
promise to advance the development of stochastic computing and broaden
the applications of the SOT-MTJs.

1. Introduction

Classic computing systems have been elaborately designed from
reliable materials and devices to error-correcting circuits and
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architectures to fault-tolerant systems and
algorithms in the fight against randomness
and unpredictable behaviors when they
are used in mundane automating tasks
and solving complex scientific problems.[1]

Nevertheless, it is growingly appreciated to
embrace randomness instead of enforcing
determinacy for naturally stochastics-
preferred tasks such as Monte Carlo
sampling,[2] Bayesian neural networks
(BNNs)[3] and simulated/quantum anneal-
ing algorithm accelerators,[4] not to men-
tion the generative artificial intelligence[5]

and even artificial brain simulations[6] in
the coming future. Though stochastics with
required probability distribution functions
(PDF) can be introduced at the software
levels in precision-supreme computers,[7]

this strategy is undoubtedly burdensome
in power efficiency, speed and parallelism,
and bottlenecked by the memory wall issue
in the current computing architecture.
If applications are further demanding in
the throughput, forms and distributions

of randomness, pseudo-random numbers generated by some
fixed algorithms[8] can even be unacceptable. In this scenario,
true random number generators (TRNG) with tunable PDF in-
tegrated at the hardware level can be an option.

TRNGs have already played a key role in the applications of
cryptography and data security[9] and will continuously thrive
with the increasing appeal for privacy protection for the sake of
their non-clonability. For these usages, TRNGs can be developed
in many technique routes such as photonics and quantum
fluctuations;[10] however, for stochastic computing, types of
randomness, PDFs, quality and quantity of generated random
numbers all matter. For example, 1015 random numbers per
second are needed to activate human–brain inspirations in
conventional computing systems,[1,11] which has already raised
rigorous restrictions for the size (or capacity), endurance, speed,
and power of the desired TRNGs. Moreover, for such typical
applications as the BNNs which have achieved great success in
generative artificial intelligence recently,[5b] types and PDFs of
random numbers are influential. Weights in a BNN are stored
in the form of random variables with tunable PDFs rather
than scalars. Thus, even a BNN with only several weights can
represent billions of networks in probability, which accounts for
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Figure 1. Characterization of the performance of current-driven field-free switching of the SOT-MTJ. a) Device structure and measurement schematics.
b) R-H loop obtained by scanning the in-plane magnetic field along the easy axis of the MTJs. c) Field-free magnetization switching driven by 6 ns pulse
currents. Inset is the top view of the scanning electron microscope (SEM) image of an MTJ. d) Field-free magnetization switching driven by 300 ps
pulses. e) over 1012 write endurance tests at 2.4 times the critical write voltage.

its extraordinarily strong ability to express reality. In practice,
weights in a BNN are usually stored by random variables with the
Gaussian PDFs for computational simplicity.[12] Once generated
according to the optimized PDFs, preferably, the random weights
are nonvolatilely stored on-site to facilitate their subsequent in-
vocations. These random weights with configurable PDFs set
a stringent requirement for hardware TRNGs to implement
them.

A magnetic tunnel junction (MTJ) whose magnetic configu-
ration and resultant resistance becomes thermally stochastic as
preactivated to a critical state can be a promising candidate for
an ideal TRNG.[13] Here we experimentally demonstrate spin-
orbit torque (SOT) MTJs with 50 × 200 nm sizes, 300 ps writing
speed, above 100% tunneling magnetoresistance (TMR) ratios at
room temperature and over 1012 write endurance. The switch-
ing probability of a SOT-MTJ is continuously controlled by the
bias voltage, qualifying it as a tunable Bernoulli random num-
ber generator, a [0, 1] binary bit with tunable probability p (1-
p) to sample 1 (0). Furthermore, inspired by the Bayesian net-
work method, we utilize this p-tunable feature to realize TRNGs
with configurable PDFs (Uniform, Gaussian, Exponentials, Chi-
square, and even arbitrarily defined distributions), which can
well match the needs of the stochastic computing applica-
tions and also broaden the application scopes of the SOT-MTJ
devices.

2. Results and Discussion

As shown in Figure 1a, the MTJ device consists of the
W/CoFeB/MgO/CoFeB-synthetic antiferromagnetic pinned
multi-layer structure and the Au electrodes. Its resistance state
is read out by the four-terminal method with Keithley 2400 and
2182 sourcing a current and detecting the voltage across the MTJ,
respectively. The MTJ can be switched between the parallel (low
resistance) and antiparallel (high resistance) state by an external
magnetic field (3D magnetic field probe station, East Changing
Technologies, China) or a pulse current (Figure 1b,c). Specif-
ically, the R-H loop measured along the easy axis of the MTJ
shows its high TMR ratio reaching above 100% (Figure 1b). The
inset of Figure 1c shows that the MTJs have been well-defined
as 50 × 200 nm rectangles. The field-free switching of the MTJ
driven by a 6 ns pulse writing current was achieved (Figure 1c).
The current-induced switching degree is 100%, compared with
the field-induced switching. Worth noting, 1) pulses as short
as 300 ps can also effectively drive the switching of the MTJ on
the field-free condition (Figure 1d); 2) Figure 1e experimentally
demonstrates that our MTJ device has an endurance of over
1.6 × 1012 at a write voltage of 2.4 times the critical switching
voltage. These performances of the MTJs such as the high
TMR ratios above 100%, the small unit size and especially the
ultrahigh writing speed and endurance, companied by their
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Figure 2. Experiment demonstration of MTJ-based tunable TRNGs. a, Several different implementations of the MTJ-based TRNG. b, MTJ switching
probability versus write voltage. The black solid line is the fitted sigmoidal curve. c–e) the resistance results obtained from continuous testing at a
certain voltage of c) 0.8, d) 0.9, and e) 1.0 V.

compatibility with the sophisticated magnetic random-access
memory and CMOS technologies, are very beneficial for them
to be applied as the TRNGs with large throughput.

MTJ-based TRNGs whose randomness all results from ther-
mal fluctuations can be categorized into three types according
to their service conditions (Figure 2a). As MTJs have a kBT-
comparable barrier, their resistance can automatically hop be-
tween a high and a low resistance state only under thermal activa-
tion without external stimulus. These low-barrier MTJs thus have
a low driving power but cannot remember generated random
numbers. This kind of MTJs has been utilized as probabilistic
pits (p-bit) in integer-factoring hardware.[13k,14] For applications
such as the BNNs, TRNGs must store generated weights for sub-
sequent invocations, which calls for high-barrier MTJs with non-
volatility. In this case, an MTJ can only produce random num-
bers when it is initially preset at its critical switching condition by
spin-transfer torques (STT) or spin-orbit torques (SOT). The lat-
ter is advantageous in endurance and speed as demonstrated in
Figure 1. Especially, the critical condition and as-induced switch-
ing possibility can thus be tuned by the imposed SOT. As shown
in Figure 2a, there are at least two ways to develop the SOT-MTJ-

TRNGs with perpendicular magnetic anisotropy or in-plane mag-
netic anisotropy. For the former, a large enough SOT first pulls
the magnetization of the free layer into the plane (or the summit
in the energy landscape). After releasing the torque, the perpen-
dicular layer naturally relaxes to its spin-up or spin-down states
with equal probability.[13i] For the latter, by biasing a writing volt-
age close to the threshold Vc, we can first activate the MTJ to a
certain critical state where the significance of thermal fluctuation
or the switching probability can thus be continuously tuned. For
this reason, we are motivated to explore the configurable TRNGs
based on the latter SOT-MTJs with the in-plane anisotropy.

When measuring the switching probability, we first used a
current pulse to reset the MTJ to its low-resistance state. Then
an applied voltage was attempted to switch the magnetization of
an MTJ to its high-resistance state. The probability of switching
the MTJ from the low-resistance state to the high-resistance
state, namely, the switching probability, is dependent on the
applied voltage. Choosing a certain voltage and repeating the
above preset and write operations at this voltage 100 times will
stochastically give out the switching probability of this specific
voltage. The relation between the switching probability and the
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Figure 3. Schematic of the proposed PDF-configurable true random number generators. a) The Bayesian network to generate a random number N. b)
The process of generating random numbers with a desired PDF. c) the conditional probability table (CPT) used by the random number generator. Here
S(i,j) = Σi

jP(N). d) The relationship between the conditional probabilities in c and the probabilities of the desired distribution. e) the network to generate
true random numbers according to a designed PDF. It contains four layers, each of which samples one bit of random numbers A, B, C, and D as indicated
by the dashed lines. The weights in the network can be deterministically preset according to the protocol in Section S2 (Supporting Information).

applied voltage is then obtained and shown in Figure 2b, which
can be well-fitted by a sigmoidal function. Figure 2c–e exhibits
the output resistance of an MTJ working at 0.8, 0.9, and 1.0 V cor-
responding to the switching probability of 23%, 58%, and 82%,
respectively, manifesting the accurate tunability of stochasticity
of the SOT-MTJ-based TRNG. The random numbers generated
at the 0.5 switching probability, after a simple and common
XOR post-processing, can pass all the 15 NIST randomness
test toolsets (Figure S1, Supporting Information), displaying the
high quality of this kind of TRNGs.

Till now, we have already demonstrated the SOT-MTJs can be
used as a Bernoulli bit, a binary TRNG with its switching proba-
bility (p) controlled by the bias voltage. However, instead of bi-
nary bits, (quasi-) continuous TRNGs with configurable PDFs
are expected for wider practical applications such as the BNNs
whose weights are usually not binary. Furthermore, these ran-
dom numbers complying to a required PDF generated at the soft-
ware level are usually transformed from a uniform PDF between
0 and 1, any real number ∈ [0,1] being possible. However, here,
the random numbers generated by the high-barrier SOT-MTJs
belong to the Bernoulli style, which calls for a different proto-
col for the transformation from the algorithm currently applied
in the software. Besides, if the process of transforming arbitrary

PDFs is executed at a software level, it becomes inevitable to move
hardware-generated random numbers into computing units and
process them there according to a prefixed algorithm such as the
Box–Muller method for the Gaussian PDF from a uniform one[15]

and then deliver the transformed random numbers back to some-
where needed for the coming usages. Converting uniform ran-
dom numbers into PDF-specific random numbers by algorithms
such as the cumulative distribution function (CDF) algorithm in-
evitably burdens the CPU and increases its data exchange with
memory. The memory-wall issue and weak parallelism would be-
come burdensome as the involved random number quantity is
huge. For the above reasons, it seems extraordinarily valuable to
develop hardware TRNG as well as the matching algorithm to
transform the Bernoulli bits into any designed PDFs.

In order to generalize the Bernoulli bits to a continuous TRNG
with a desired PDF, we consider a Bayesian network as shown
in Figure 3a. Here we schematically design a 4-bit TRNG con-
sisting of 4 SOT-MTJs (Figure 3b). This TRNG can output 16
quasi-continuous results in total, 0 or 1 … or 15. The resolution
can be further improved by more bits. In the following, we de-
sign a protocol to make the TRNG produce 0–15 randomly ac-
cording to a desired PDF, supposing the voltage-dependence of
p of the SOT-MTJs is already known and the same for simplicity.
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The protocol can be interpreted by a 4-node Bayesian network
(Figure 3a) and its corresponding conditional probability table
(CPT in Figure 3c). The nodes A, B, C, and D of the Bayesian
network denote the first to fourth binary digit of a generated ran-
dom number N.

N = 23A + 22B + 21C + 20D (1)

To produce a designed PDF, the 0 or 1 output probability pB of
the B node is decided by the output of the A node, pB = pB|A. Thus,
there should exist a directed edge from A to B. In the Bayesian
network language, A (B) is the parent (child) node of B (A) as
shown in Figure 3a. Correspondingly, the 0 or 1 output proba-
bility pC of the C node is determined by the results of the A and
B nodes, or pC = pC|A,B. Thus, there exist two edges from A and
B to C. The same argument is true for the edges directed to D.
The conditional probability pB|A and pC|A,B and pD|A,B,C are sum-
marized in the CPT (Figure 3c).

Hereafter, we show the details of the generation process of ran-
dom numbers. The desired PDF is discretely described as P(N)
with a

∑15
N = 0 P (N) = 1. As shown by the CPT of the Bayesian

network in Figure 3c, pA for A= 1 is
∑15

N = 8 P(N) by choosing suit-
able VA according to the voltage-dependence fA of the switching
probability of the A node, VA = fA

−1(pA). Here f−1 denotes the cor-
responding inverse function of an f function. If the final output
of the A node is 1, then pB|A =

∑15
N=12 P(N) ∕

∑15
N = 8 P(N). Oth-

erwise, as A = 0, pB|A =
∑7

N=4 P(N) ∕
∑7

N = 0 P(N). At the hard-
ware level, different pB|A is implemented by selecting the proper
VB = fB

−1(pB|A) of the B node according to the results of the A node.
The selected voltages to drive the C and D nodes are also de-
termined similarly, VC = fC

−1(pC|AB) and VD = fD
−1(pD|ABC). pA and

other conditional probabilities pB|A, pC|AB and pD|ABC can be re-
trieved from the CPT.

Worth noting, here the nonvolatility of the nodes matters due
to the following two reasons: 1) the A, B and C nodes should
keep their output of each until the outcome of the D node turns
up in order to finally release a random number between 0 and
15; 2) more importantly, the result of the former node should be
memorized and retrieved to cascade the switching event of the
subsequent node since the switching condition of the latter is re-
stricted by the conditional probability of the former as shown in
Figure 3c–e. SOT-MTJs with high barriers are exactly qualified in
this nonvolatile sense.

When practically generating the 0–15 random numbers using
the Bernoulli TRNGs, we may have to occasionally call some con-
ditional probability values from the CPT which is remotely stored
in some form. The invocation mode may be time-consuming and
energy-inefficient. Here we provide an alternative, a network with
four layers as shown in Figure 3e, to facilitate a local invocation
of the CPT values. The corresponding weights can be explicitly
obtained following the method in the Section S2 (Supporting In-
formation). Note that this network protocol can also be easily im-
plemented in a circuitry manner, which should be more efficient
than the remote calling CPT method.

The above protocols can be implemented by four SOT-MTJs
and the corresponding variable resistors (Figure 4a) which are
used to store the resistance states of the former SOT-MTJ nodes.
The blue labels on the transistors represent the conduction se-

quence. In a continuous five-step operation, the transistors are
turned on in sequence, and remain off at all other times. For the
second to fourth MTJs, the write voltage of each MTJ is influ-
enced by the state of all previous MTJs. This circuit design im-
plements the transfer of the conditional probabilities described
in Figure 3c.

In our experiments, we demonstrate another way, using a
single SOT-MTJ by time-division multiplexing, to construct the
TRNG with four nodes. In this case, fA = fB = fC = fD, loosening
uniformity requirements for the SOT-MTJs. First, if we set
P(N) = 1/16 and the CPT becomes trivial, a uniform PDF is nat-
urally obtained as shown in Figure 4f. For the BNNs, the Gaus-
sian PDF is usually preferred. Here we also realized a Gaussian
PDF as shown in Figure 4b. Figure 4c shows the Kullback–Leibler
divergence DKL = Σpex·lg(pex/pideal) which is usually used to char-
acterize the deviation of two PDFs, the experimentally sampled
PDF pex and the ideal one pideal. Another deviation defined as
Σ(pex-pideal)

2 between the designed Gaussian PDF and the exper-
imentally sampled PDF as a function of the output numbers
is also shown. A fast reduction in both divergences is observed
within 200 random numbers. In experiments, we thus generate
200 or above random numbers to evaluate the quality of various
PDFs. The statistical independence of the generated neighboring
random numbers Ni and Ni+1 is shown in Figure 4d. The hori-
zontal and vertical coordinates are the adjacent random numbers,
respectively. The redness indicates the probability of Ni+1 follow-
ing Ni and the dashed circles are guided for eyes to show the
circular symmetry of the data. For any Ni, Ni+1 seems symmetric
regarding the axis of Ni+1 = 8, which indicates a weak correlation
of Ni+1 on Ni.

Following the above protocol, we have also configurated the
TRNG to other PDFs such as the exponential one (Figure 4e), Chi-
square PDFs with different parameters (Figure 4i–k), the delta
one (Figure 4l) and even arbitrarily defined ones (Figure 4g,h),
showing the flexibility, versatility, and programmability of these
TRNGs. Here not only the variety of PDFs (Figure 4e–h) but also
the same PDF with different controlling variables (the Chi-square
PDF with df= 2, 8 and 50 in Figure 4i,j) can be reconfigured using
the same SOT-MTJs, which improves the extensibility in applica-
tions of the TRNGs. Note 1) the above PDFs or other arbitrarily
defined PDFs can play roles in various kinds of simulations ac-
cording to all sorts of applications, which is worthy of exploring
by communities in the future. For example, the Gaussian PDFs
are widely applied in BNNs, Monte Carlo algorithms for commu-
nications channel modeling and financial modeling, etc.[12b,d,e]

The Chi-square PDFs with different parameters are applied in
testing the machines of all kinds of curve fittings and the inde-
pendence of two variables. 2) A same SOT-MTJ can be configured
to give out various PDFs, showing the powerfulness of this kind
of TRNGs based on the high-barrier SOT-MTJs.

Note that some classic algorithms can also help to realize any
desired PDFs p(x). One typical algorithm uses the reverse func-
tion x = CDF−1(y) of cumulative distribution functions (CDF)
that are integral of the PDFs. One first uniformly samples y
within [0, 1], then computes the reverse function x = CDF−1(y)
and finally obtains the designed occurrence of x according to
the designed p(x). This approach not only requires a computable
CDF−1, which may be difficult in some cases but also needs the
involvement of many CPU operations, addition and comparison
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Figure 4. Results of the PDF-configurable TRNGs based on SOT-MTJs. a) A proposal for the circuitry implementation for cascading sampling of the
Bernoulli bits A, B, C, and D. b) Realization of the Gaussian PDF. c) Divergence of the measured PDF with the desired PDF as a function of the generated
random numbers. d) No correlation between generated neighboring random numbers Ni and Ni+1. e–h) The exponential PDF, uniform, two arbitrarily
defined PDFs. i–k) The Chi-square PDFs with various parameters df = 2, 8, and 50. l) the delta-type PDF which means the TRNG can selectively output
any numbers between 0 and 15 with almost 100% probability.
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between floating numbers, as well as data transfer between CPU
and the random number generators. For the above two reasons,
the conventional CDF method is relatively inefficient. Neverthe-
less, the method proposed here is to use the simplest Bernoulli
random numbers, binary random numbers, to convert it directly
into PDF configurable random numbers, which is closer to the
underlying binary logics of the hardware and benefits to improve
speed and efficiency.

Another example is the acceptance–rejection sampling: sam-
pling x accords to a proposal PDF q(x) and accepts or re-
jects the sampling result according to an acceptance probability
𝛼(x)≡p(x)/[kq(x)]; then one obtains the designed occurrence of x
ideally coinciding with the designed PDF p(x). Here k, as a scaling
constant, assures p(x)≤kq(x) for all x. The acceptance–rejection
sampling accepts samples only with a certain probability. In the
case of high-dimensional and complex distributions, the effi-
ciency of the acceptance–rejection sampling can be low. Besides,
it is not easy to find an appropriate k and q(x). In contrast, ev-
ery sampling result in our work is not wasted and is meaning-
ful, improving its sampling efficiency. More importantly, while
the above two algorithms sample a uniform or a pre-proposed
PDF q(x), here our used algorithm directly samples the desired
p(x) without additional computational burden, which can ease its
hardware implementation.

3. Conclusion

In summary, high barrier SOT-MTJs with 300 ps writing speed,
over 1012 endurance, above 100% TMR ratio and 50 × 200 nm
sizes were developed and further used as switching-probability-
tunable true random number generators, making them an excel-
lent Bernoulli bit at the hardware level. Furthermore, to accord
with the binary and tunable features of the Bernoulli bit, we de-
velop a method based on the Bayesian network to give out arbi-
trary probability-distribution functions in any resolutions. In the
experiment, we applied the time-division multiplexing method
to realize the 4-bit random number generators whose PDFs can
be configurated as desired into the Gaussian, delta, uniform,
Chi-square, exponential, and other custom-defined PDFs. These
PDF-definable TRNGs can be widely used in many hardware ac-
celerators such as the Mento Carlo sampling and simulations,
simulated annealing and Bayesian neuron networks, which also
helps to broaden the application scopes of the SOT-MTJ devices.

4. Experimental Section
The used SOT-MTJ stack was W(3)/CoFeB(1.4)/MgO(1.5)/CoFeB(3)/

W(0.4)/Co(2.8)/ IrMn(10)/Ru(4) with the nominal thickness values in
parentheses in nanometers. The film was grown on thermally oxidized
silicon substrates by magnetron sputtering in a vacuum environment of
10−6 Pa. Subsequently, annealing was performed in an in-plane magnetic
field of 0.8 T at 380 °C for 30 min. The film was then patterned into SOT-
MTJ devices using the standard electron-beam lithography and dry etching
process as in ref. [16]. The magneto-electro transport measurements were
conducted at room temperature with the devices placed in a Helmholtz
coil and connected to the testing instruments using four tungsten steel
probes. Worth mentioning, here the MTJ had in-plane uniaxial magnetic
anisotropy; the spin current via the spin Hall effect in the W channel was
polarized collinear to the in-plane easy axis, which made its SOT switching
inherently field-free.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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