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Considering the pivotal role of single-wavelength anomalous diffraction (SAD) in macromolecular crystallography,
our objective was to introduce DSAS, a novel program designed for efficient anomalous scattering substructure determi-
nation. DSAS stands out with its core components: a modified phase-retrieval algorithm and automated parameter tuning.
The software boasts an intuitive graphical user interface (GUI), facilitating seamless input of essential data and real-time
monitoring. Extensive testing on DSAS has involved diverse datasets, encompassing proteins, nucleic acids, and vari-
ous anomalous scatters such as sulfur (S), selenium (Se), metals, and halogens. The results confirm DSAS’s exceptional
performance in accurately determining heavy atom positions, making it a highly effective tool in the field.

Keywords: DSAS, single-wavelength anomalous diffraction, automated parameters settings, phase-retrieval
algorithm, substructure determination
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1. Introduction
It is a fundamental axiom of biology that the three-

dimensional structure of a protein determines its function. Un-
derstanding function through structure is a primary goal of
structural biology.[1] Exhilaratingly, x-ray crystallography can
resolve the structures of biological macromolecules (such as
proteins) at atomic resolution, greatly enriching the Protein
Data Bank (PDB).[2] Single-wavelength anomalous diffrac-
tion (SAD),[3] being one of the most important crystallo-
graphic structural determination methods, continues to play a
significant role in exploring unknown macromolecular struc-
tures without homologues. Especially, SAD remains the domi-
nant method for determining the structures of nucleic acids[4,5]

and protein.[6,7] Based on the type of anomalous scatters, there
are currently several commonly used variants of SAD: S-SAD,
Se-SAD (labeling proteins with selenomethionine), and X-
SAD (iodine, bromine, or metal ions).

The SAD method can be divided into four main steps:
determining the anomalous substructure, generating protein
phases, density modification, and model building. The identi-
fication of anomalous substructure is the first and most crucial
step in SAD phasing and it is still the main bottleneck in the
SAD phasing process.[8]

A traditional method is the tangent formula-based di-
rect methods, which directly estimate phases from the rela-
tionship betweeen the intensities and phases. Of note, direct
methods are typically incorporated into a dual-space iteration
framework,[9] in which the direct method is used for phase
refinement in reciprocal space, and the prior knowledge of bi-
ological or chemical information (such as atomicity) is used
for density constrain in real space. A typical and authorita-
tive direct method-based program is SHELXD,[10] which uses
the Patterson-based seeding instead of random phases or po-
sitions for the initial phase estimation. Since the initial heavy
atom coordinate positions are consistent with the Patterson su-
perposition minimum function (PSMF),[11] the efficiency of
the dual-space iterative method can be improved by roughly
an order of magnitude. In 2015, Bunkóczi et al. recom-
mended a SAD likelihood scoring function to rank candidate
substructures derived from the anomalous difference Patterson
function.[12] This approach enabled them to identify missing
sites and ultimately achieve a nearly complete solution.

Moreover, several algorithms and programs based on
novel computational frameworks have also been explored for
the determination of heavy-atom substructures. In 2019, Hu et
al. introduced noise and artifact suppression using resampling

†These authors contributed equally to the work.
‡Corresponding author. E-mail: gengz@ihep.ac.cn
§Corresponding author. E-mail: ss818cc@hotmail.com
¶Corresponding author. E-mail: dingwei@iphy.ac.cn
© 2024 Chinese Physical Society and IOP Publishing Ltd http://iopscience.iop.org/cpb http://cpb.iphy.ac.cn

056102-1

https://doi.org/10.1088/1674-1056/ad3c33
mailto:gengz@ihep.ac.cn
mailto:ss818cc@hotmail.com
mailto:dingwei@iphy.ac.cn
http://iopscience.iop.org/cpb
http://cpb.iphy.ac.cn


Chin. Phys. B 33, 056102 (2024)

(NASR) method from nuclear magnetic resonance into macro-
molecular crystallography.[13] This method can improve the
signal-to-noise ratio (SNR) of the difference Patterson map,
which facilitates real space-based substructure determination,
such as RSPS program.[14] In 2022, Rius and Torrelles devel-
oped a SAD-SAMR algorithm[15] that has been implemented
in a modified version of XLENS v1.[16] This algorithm is a
density-based phasing algorithm that incorporates a peakness-
enhancing ipp (inner-pixel preservation) procedure, which fea-
tures two Fourier iterations into one phase refinement cycle.

What is more, it is also worth noting that the phase-
retrieval algorithms, which are one of the most commonly used
structure determination algorithms in chemical crystallogra-
phy, have been also extended to macromolecular substructure
determination. For example, in 2008, Dumas and van der
Lee successfully solved a dataset containing 120 heavy atoms
using the charge flipping (CF) based program SUPERFLIP,
observing the presence of sixfold noncrystallographic sym-
metry between these sites.[17] Furthermore, in 2018, Skubák
published a new program PRASA for substructure determi-
nation based on a new adaptation of the phase-retrieval al-
gorithm, where the relaxed alternating averaged reflection
(RAAR) phase-retrieval algorithm was firstly used to solve
macromolecular substructure, and exhibited superior perfor-
mance compared to CF algorithm.[18] And the phase-retrieval
algorithm is also working in dual-space framework, but it just
involves the magnitude constraints in reciprocal space and
low-density perturbations in real space.

Recently, we introduced a modified phase-retrieval al-
gorithm for tackling anomalous scattering substructures in
macromolecular crystals. In contrast to the conventional
RAAR algorithm, our modification integrates the π-half phase
perturbation in the CF algorithm for weak reflections and
seamlessly incorporates a direct method-based tangent for-
mula into dual-space iterations. This enhancement not only
renders the algorithm more adaptable but also significantly
boosts its robustness, enabling it to effectively resolve chal-
lenging heavy-atom substructures even under unfavorable con-
ditions.

We have developed a user-friendly program called DSAS
(Dual-Space Algorithm for Anomalous Substructures) based
on the modified phase-retrieval algorithm. It automates all
steps from processing anomalous scattering experimental data
to the final solution. We have successfully applied DSAS to a
diverse range of macromolecular data sets, encompassing var-
ious proteins, nucleic acids, and different heavy atom types.
This demonstrates the powerful versatility and ease of use of
DSAS, making it accessible to a wide range of users.

2. Method
2.1. Introduction of the modified phase-retrieval algo-

rithm

The DSAS is designed based on the modified phase-
retrieval algorithm, which harmoniously combines the π-half
phase perturbation for weak reflections and the direct method-
based tangent formula for strong reflections within the RAAR
algorithm framework.[19,20] The phase-retrieval algorithm be-
longs to perturbation-based dual-space iterative algorithm. It
achieves convergence by balancing constraints and perturba-
tions in real and reciprocal spaces. The calculated electron
density in cycle n can expressed as

ρn =ΘDℱΘMℱ−1
ρn−1, (1)

where ℱ and ℱ−1 denote forward and inverse Fourier trans-
forms, ΘM and ΘD correspond to the constraint operators in
reciprocal and real spaces, respectively. One refinement itera-
tion can be described as follows.

The initial electron density map can be either the modi-
fied density map from the previous cycle or the 0th cycle den-
sity map which is constructed from random initial phases and
anomalous or dispersive difference amplitudes from SAD ex-
periment. In reciprocal space, the constraints can be divided
into amplitude constraints and phase constraints. For mag-
nitude constraints, the calculated amplitudes 𝐹 c

h are replaced
by experimental amplitudes |𝐹 o

h|, while the phases remain un-
changed, and unobserved amplitudes remain unchanged, as
shown below:

ΘM (𝐹 c
h ) =


|𝐹 o

h|∣∣𝐹 c
h

∣∣𝐹 c
h , if ℎ ∈ Hobs,

𝐹 c
h , otherwise,

(2)

where Hobs is the set of reflections ℎ for which the experi-
mental amplitudes are known. And the phase constraints in-
volve the π-half phase perturbation for weak reflections[21]

(see Eq. (3)) and enforcing the direct-method-based tangent
formula[22] for strong reflections. The phases of the reflections
ℎ considered to be weak are offset by a constant ∆ϕ = π/2,
which is so-called π-half variant,

ϕh =

{
ϕh

i +
π

2
, if ℎ ∈ Hweak,

ϕh
i , otherwise,

(3)

where ϕh
i denotes the calculated phases at current iteration and

Hweak is the set of weak reflections where wbest percent (20%–
50%) of the experimental amplitudes will be considered weak
based on their experimental amplitudes. Besides, a specified
number (NTF) of strongest reflections will be further refined by
the direct-method tangent formula.

In real space, we made a slight modification to the real-
space constraints of the RAAR algorithm, which is used as the
real-space density modification of the modified phase-retrieval
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algorithm. Here, only the densities with small values in the
density map are modified, while the previously calculated den-
sity map is also considered. In addition, a positivity constraint
is introduced in real space, which takes the absolute values of
the densities before and after the real-space density modifica-
tion. The refinement ΘD can be express as

ρ
′
i = |ℱΘMℱ−1

ρ
n−1
i |,

ρ
n
i =

{
ρ ′

i for 2ρi −ρ
n−1
i > δ ,

βρ
n−1
i +(1−2β )ρ ′

i for 2ρi −ρ
n−1
i < δ ,

ρ
n
i = |ρn

i |, (4)

where β is a coefficient of relaxation term, δ signifies the
threshold of electron density values, ρ

n−1
i denotes the calcu-

lated density map at the last iteration.

2.2. Workflow of DSAS

The flow-chart of the DSAS is shown in Fig. 1 and the
details are described below.

Step 1 Experimental data preprocessing
Firstly, the input experimental data with anomalous scat-

tering signals (including F+/F− or I+/I−) would be con-
verted to heavy-atom substructure factors FA, |FA| = |F+|+
|F−| using SHELXC.[23] Then, FA are further normalized
to pseudo-normalized amplitudes EA using ECALC from
CCP4 suite[24] for the tangent formula and the phase-retrieval
algorithm.[25]

Start MTZ file upload

Calculation of anomalous 

difference FA 

Structure factor 
normalization EA   

Manual 
parameters 

setting

Automated parameters setting

Anomalous resolution Number of iteration Optimal number of 
strong reflections

Optimal percentage 
of weak reflections

(wbest)

Job 1

Initial structure factors

Experimental amplitudes

Random phases

Magnitude constraints

π-half phase perturbation 
for weak reflections

Use direct 
method ?

Tangent formula

Convergence or 
up to predefined 
iteration number?

RAAR algorithm and 
positivity constraint

Peak search from 
reconstructed electron-

density map

Refinement of 
heavy atom ?

Run BP3 Final heavy-atom 
substructure

end

Yes

No

No

Yes

Yes

No

Yes

No

Automated parameters 

setting

Job 2 Job 3 Job 4

Experimental data 

preprocessing

Peak search
and refinement

The modified

phase-retrieval algorithm

iFFT

FFT

PEAKMAX

(RESano) (Niter) (Ntf)

SHELXC

ECALC

Dual-space
iteration

Fig. 1. The flow-chart of the DSAS.
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Step 2 Automated parameters setting
We have identified several important parameters for

DSAS, including the relaxation parameter β , the electron-
density threshold δ , anomalous resolution RESano, the num-
ber of iterations for each trial Niter, the number of strong re-
flections NTF and the optimal percentage of weak reflections
wbest. To streamline the process, we have developed an auto-
mated parameter-setting method that self-adaptively calculates
the appropriate parameters for each SAD data set based on the
anomalous scattering information.

In our test, we found a constant value of 0.82 for β and
the dynamical threshold charge δ in every cycle to stabilize
13% of the density pixels which work well in most cases. The
anomalous resolution RESano refers to the truncated resolu-
tion of anomalous difference data, which will be used to re-
move some invalid reflections with weak anomalous signals at
high resolution, improving the signal-to-noise ratio of the data.
Here, the ratio of the anomalous difference to its standard devi-
ation (|∆F |/σ(∆F) = 1.2) is used to estimate the RESano.[26]

The Niter is set to 500 (or 750 for RESano < 3.8 Å), and we
hope to compensate for the coordinate errors caused by low
resolution by increasing the number of iterations.

The number of strong reflections NTF is contingent upon
the number of observed reflections. NTF is set to 500 when the
observed reflection count is below 200, to 100 when the count
is above 2000 but below 500, to 1300 when the count is above
5000 but below 8000, and to 1500 in all other cases. The wbest

is determined through the parameter space screening method.
Four jobs are run, each with 10 trials, to test different values of
wbest (0.2, 0.3, 0.4, and 0.5). The optimal value is determined
by considering their convergence trends.

Step 3 Implementation of the modified phase-retrieval
algorithm

Once the parameters and experimental data required for
the modified phase-retrieval algorithm are prepared, we be-
gin to implement this substructure solution with 400 trials for
each SAD data set. The potential solutions are identified by
the Pearson correlation coefficient between Eo and Ec,

CC =
n∑EoEc −∑Eo ∑Ec√[

n∑E2
o − (∑Eo)

2
][

n∑E2
c − (∑Ec)

2
] , (5)

where Eo and Ec represent the observed and calculated nor-
malized amplitudes, and n represents the number of observed
reflections.

Step 4 Peak search and refinement
The final solution of substructure can be obtained from

the asymmetric unit of the Fourier map with the best CC using
PEAKMAX program from CCP4 suite. An optional step is to
use BP3[27] to refine the parameters of the potential substruc-
ture, such as 3D atomic coordinates, occupancy, and tempera-
ture factor. The default number of heavy atoms output is two
greater than the number of deposited heavy atoms. Finally, the
files containing heavy atom information are output in PDB file
format.

2.3. Graphical user interface

The DSAS has a user-friendly GUI (as shown in Fig. 2)
written in PyQt5. It mainly consists of four panels: inputting
panel, experimental information panel, automated parameters
setting panel, and results panel.

Fig. 2. GUI of the DSAS. It contains four panels: inputting panel, experimental information panel, automated parameters setting panel, and
results panel.
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The inputting panel is used to upload MTZ file. Besides,
the type of heavy atom and the number of heavy atoms in
the asymmetric unit (ASU) can also be input. The number
of heavy atoms does not need to be very accurate, as it will
only be used for the final peak search and will not affect the
calculation results. It is recommended to set it slightly larger if
it is unknown. The inputting “wavelength” is the x-ray wave-
length of SAD experiment. The inputting “work directory”
is the path to the output files of the DSAS. The experimental
information panel exhibits the anomalous information, space
group and cell parameters. The automated parameters setting
panel outputs the parameters automatically determined using
the automated parameters setting method. By default, the tan-
gent formula is used to refine the phases every 20 cycles after
100 Fourier iterations, and BP3 is not used to correct the final
heavy-atom parameters. Of course, these parameters can also
be set manually. The results panel displays the CC values of
each trial in real time and finally outputs the three results with
the highest CC values.

3. Results and discussion

Many previously unknown crystal structures have been
automatically solved by DSAS using default protocols. How-

ever, this study presents only 14 representative examples in
Table 1, comprising 5 SeMet-SAD data, 3 halogen-SAD data,
3 sulfur-SAD data, and 3 RNA/DNA structures. The quality of
the output results is evaluated using three indicators: the num-
ber of sites found in the asymmetric unit (a.u.), the mean error
of calculated heavy atoms, and the root mean square devia-
tion of the calculated heavy-atom substructure. These indica-
tors values are generated by the SITCOM program,[28] which
compares the substructure atoms with the actual heavy atoms
extracted from the reference PDB coordinates. An overview
of the results and the effective parameters of the test cases is
presented in Table 2.

Overall, in all test cases, over 70% of heavy atom sites
were successfully placed using the default protocol. Partic-
ularly in the SeMet-SAD, halogen-SAD, and RNA/DNA test
cases, the correct proportion was close to 100%. Even when
dealing with the notoriously challenging native sulfur-SAD,
DSAS demonstrated an impressive accuracy of 72%–83%.
What is more, two popular site search programs SHELXD and
Phenix.hyss were also employed for substructure determina-
tion using default parameters, with the results presented in Ta-
ble 2. As observed, in most case, DSAS demonstrated superior
statistical results. This highlights the comparable efficiency of
DSAS to state-of-the-art substructure determination tools.

Table 1. Diffraction data used in the case studies.

Test case PDB entry Type Heavy atom 1a.s. 2dmin (Å) 3No. in a.u. 4λ (Å) Space group
Unit cell

a, b, c (Å) α , β , γ (∘)

Test case 1

5COM protein Se 40.05 1.85 4 0.980 C 1 2 1 127.05, 50.3, 91.72 90, 118.7, 90
5XKY protein Se 15.04 2.303 9 0.978 P 212121 61.221, 72.375, 88.341 90, 90, 90
8EZS protein Se 11.06 2.473 8 0.978 P 41212 44.854, 44.854, 392.053 90, 90, 90
6HP5 protein Se 13.54 2.28 30 0.979 P 41 21 2 94.34, 94.34, 249.95 90, 90, 90
8PX1 protein Se 6.93 2.1 20 2.755 P 1 211 96.08, 75.02, 101.89 90, 109.52, 90

Test case 2
4RYM protein I 9.95 2.8 3 2.074 P 212121 33.356, 49.538, 99.213 90, 90, 90
2RIW protein I 33.63 2.038 4 1.542 P 21212 173.594, 42.164, 55.98 90, 90, 90
5IO8 protein I 10.35 2.192 14 1.771 P 21212 60.115, 60.277, 62.603 90, 90, 90

Test case 3
8PWN protein S 5.51 2.4 21 2.755 C 2 2 21 39.31, 179.64, 139.54 90, 90, 90
7O51 protein S 6.98 2.2 18 2.059 P 41212 58.52, 58.52, 151.3 90, 90, 90
5II7 protein S 9.79 1.66 18 1.542 P 212121 45.196, 51.195, 80.417 90, 90, 90

Test case 4
*5LQO RNA Br 10.42 1.87 2 0.9196 P 43212 33.469, 33.469, 113.766 90, 90, 90
*3MEI RNA Br 28.56 1.968 2 0.9197 P 1 211 32.928, 35.564, 41.985 90, 100.1, 90
*7OW0 DNA + RNA Zn 20.36 1.548 3 1.283 P 43212 31.85, 31.85, 91.66 90, 90, 90

1a.s.: anomalous signal, the mean peak height of a normalized anomalous difference Fourier map.
2dmin: the experimental diffraction limit.
3No. in a.u.: the number of sites in the asymmetric unit (a.u.) from published macromolecular structure.
4λ : the wavelength of x-ray.
*: the cases that cannot be solved by the MR-model-building method.

3.1. Contribution of phase constraints in the modified
phase-retrieval algorithm

As shown in Fig. 3, with the introduction of the π-half
phase perturbation and direct methods, the efficiency of the
modified phase-retrieval algorithm is significantly higher com-
pared to the standard RAAR algorithm. We also noticed that

the use of the direct method will reduce the CC value (as
shown by the red dots in Fig. 3). One possible reason is that
the introduction of the tangent formula will help to escape the
stagnate at false local minima and accelerate the convergence.
However, continuous use is equivalent to introducing a large
perturbation to this dual-space algorithm, which is prone to
divergence.

056102-5



Chin. Phys. B 33, 056102 (2024)

-100 0 100 200 300 400 500 600 700 800
-5

0

5

10

15

20

25

30

35

40
C

C
 (

%
)

Iteration

The standard RAAR

The standard RAAR+π half
phase perturbation

The standard RAAR+π half
phase perturbation+direct methods

Fig. 3. Comparison of the RAAR algorithms with and without phase
constraints (the π-half variant and tangent formula) across 750 Fourier
iterations for protein with PDB entry 7E1D, all starting with the same
random phase values. The distinct curves with different colors illus-
trate the variations in CC values during the iterative process of different
algorithm strategies. The red dots represent the use of tangent formula.
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Fig. 4. Comparison of strategy of direct-method refinement. (a) With dif-
ferent direct-method implementation strategies, the CC value as a function of
the iterative correction cycles. The strategy of every 20 cycles after 100 iter-
ations is indicated in purple; the strategy of every cycle after 100 iterations is
indicated in blue; the strategy of every cycle is indicated in orange. (b) The
converged electron density map from the strategy of every 20 cycles after 100
iterations. The green balls represent 4 Se atoms in the asymmetric unit from
the PDB-deposited structure. The electron density maps are contoured at 4σ .

Of particular note, unlike Coelho’s strategy[22] of con-
straining the phases during the whole iteration process, here,
the phases are refined using the tangent formula every 20 cy-
cles after 100 Fourier iterations. As shown in Fig. 4(a), the
strategy of direct-method refinement every 20 cycles after 100
Fourier iterations results in a faster convergence compared
to the other two strategies of continuously using the direct-
method refinement. And the converged electron density map

has a high signal-to-noise ratio and is consistent with the co-
ordinate positions of the reference substructure (Fig. 4(b)).

3.2. Substructure determination for SeMet-SAD and
Halogen-SAD data

Test cases 1 and 2 are representative of typical SeMet-
SAD and Halogen-SAD data sets, encompassing a range of
resolutions, space groups, and site numbers (Table 1). In
the SeMet-SAD method, SeMet is incorporated into the pro-
tein during its expression, whereas the halogen-SAD method
employs heavy halogen atoms, typically through derivatiza-
tion of native amino acid side chains with halogen-containing
compounds. Both SeMet and halogen possess large atomic
numbers, and when the x-ray wavelength approximates the
K-absorption edge, robust anomalous scattering signals are
always strong enough for phasing the diffraction data. Ta-
ble 2 showcases the exceptional performance of DSAS in the
SeMet-SAD and Halogen-SAD data sets, accurately identify-
ing nearly complete substructures with minimal positional de-
viation from the reference structure. However, it should be
noted that for 8PX1, the diffraction resolution needs to be re-
duced to a relatively low resolution (4.62 Å) to enhance the
anomalous signal.

3.3. Substructure determination for sulfur-SAD data

Test case 3 represents a typical case for sulfur-SAD (S-
SAD) data. S-SAD is the most common type of native-
SAD method. In contrast to SeMet/halogen-SAD, S-SAD uti-
lizes the inherent anomalous signal of the sulfur atoms within
the protein for phase determination. However, the anoma-
lous scattering signal of sulfur is relatively weak and the K-
absorption edge of sulfur occurs at approximately 5 Å. The
quality of diffraction data will decrease significantly at such
wavelength. Therefore, in experiments, a wavelength of ap-
proximately 2 Å is typically selected for the data collection of
S-SAD. In our test case, the wavelengths range from 1.542 Å
to 2.755 Å, and the anomalous signal ranges from 5.51 to 9.79
(Table 1). Ultimately, all cases in this set successfully placed
> 70% heavy atoms. Additionally, for the 7O51 case, an extra
refinement step (BP3 refinement) was required to separate the
single sulfur atom from the disulfide bond (Table 2).

3.4. Substructure determination for RNA/DNA structure

Test case 4 exemplifies the typical challenges encountered
in RNA/DNA structure analysis. Given the high flexibility and
structural diversity inherent in RNA/DNA molecules, experi-
mental phasing methods often serve as the primary approach
for determining their structures. In our test, the default proto-
col successfully identified 100% of substructure in all cases,
clearly demonstrating the robust capabilities of DSAS in han-
dling RNA/DNA structures. Notably, the fact that only 500
strong reflections were required in the 5LQO case underscores
the exceptional efficiency and effectiveness of DSAS in this
particular context (Table 2).
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Table 2. Heavy-atom substructure determination using DSAS.

Test case PDB entry
Automated parameters setting Results 7Comparison

RESano Niter NTF wbest
1nsites 2n.c.t. 3error 4r.m.s.d. 5The best CC 6Phase error SHLEXD Phenix.hyss

Test case 1

5COM 2.54 500 1500 0.48 4/4 49 0.22 0.238 34.466 30.14 4/4 3/4
5XKY 2.3 500 1500 0.28 9/9 29 0.319 0.411 31.067 15.08 9/9 9/9
8EZS 2.84 500 1300 0.2 7/8 17 0.488 0.546 32.813 31.94 0/8 0/8
6HP5 3.13 500 1500 0.28 29/30 5 0.338 0.393 39.610 27.14 2/30 4/30
8PX1 4.62 750 1500 0.48 19/20 364 0.611 0.689 30.173 4978 3/20 2/20

Test case 2
4RYM 2.8 500 1000 0.48 3/3 33 0.607 0.639 31.351 24.99 3/3 3/3
2RIW 2.35 500 1500 0.38 4/4 22 0.146 0.149 30.264 15.73 0/4 3/4
5IO8 2.19 500 1500 0.48 11/14 22 0.299 0.336 33.903 28.92 3/18 2/14

Test case 3
8PWN 3.5 500 1300 0.48 16/21 53 0.573 0.606 24.124 39.17 3/21 3/21
7O51 2.75 500 1300 0.2 13/187 5 0.788 0.872 24.020 21.54 2/18 2/18
5II7 2.07 500 1500 0.28 15/18 5 0.31 0.357 20.227 29.38 2/18 12/18

Test case 4
5LQO 1.87 500 500 0.48 2/2 60 0.192 0.197 36.637 17.50 1/2 0/2
3MEI 2.11 500 1000 0.48 2/2 197 0.069 0.081 36.736 13.56 2/2 0/2
7OW0 1.66 500 1000 0.25 3/3 39 0.158 0.171 36.5445 20.77 0/5 0/3

RESano: anomalous resolution;
Niter: the number of iterations for each trial;
NTF: the number of strong reflections;
wbest : the optimal percentage of weak reflections.
1nsites: the number of sites found in the asymmetric unit (a.u.) compared with published values;
2n.c.t.: the number of converging (correct) trials out of 400;
3error: the mean error of calculated heavy-atom substructure without BP3 refinement;
4r.m.s.d.: the root means square deviation of calculated heavy-atom substructure without BP3 refinement.
5The best CC: the highest CC value in the whole iterations.
6Phase error: the phase difference between the calculated substructure and the reference substructure.
7Comparison: the nsites solved by SHELXD and Phenix.hyss.

4. Conclusion and perspectives
As of February 2024, approximately 90% of the macro-

molecular structures deposited in the PDB have been solved
by x-ray crystallography, and SAD phasing remains one of
the main structure determination methods. The determination
of anomalous scattering substructures is still the main bottle-
neck of this method. In this work, we developed a new pro-
gram, DSAS, based on the modified phase-retrieval algorithm.
First, the algorithm introduces π-half phase perturbation and
the direct-method-based tangent formula into the RAAR algo-
rithm, which effectively improves the success rate and accu-
racy of the algorithm. Second, thanks to the self-adjusting
property of the algorithm parameters, the program can au-
tomatically complete the substructure solution without man-
ual intervention, and the entire solution process can be mon-
itored through the GUI. The DSAS has successfully solved
some representative SAD experimental data, even those with
weak anomalous scattering signals. Therefore, the DSAS is
a user-friendly and efficient program for the determination of
heavy-atom substructure. In the future, we will continue to
optimize the GUI of the DSAS, such as introducing better
starting phases from the Patterson function rather than ran-
dom phases. Furthermore, we will also explore the poten-
tial applications of the DSAS program, such as de novo small
molecule structure determination. Additionally, the command
script of DSAS can also function as the core starting mod-
ule for structure determination pipelines such as CRANK2,[29]

IPCAS,[30] and X2DF,[31] providing ideal initial phase infor-
mation for subsequent density modification and model build-
ing. It is noteworthy that DSAS will be integrated into a new

version of IPCAS in the coming future, aiming to facilitate
automatic de novo macromolecular structure determination.

Program availability
The code for the DSAS program has been uploaded to

GitHub at https://github.com/fuxingke0601/DSAS and Sci-
ence Data Bank at https://doi.org/10.57760/sciencedb.17996,
which are freely available to academic users. The program
was written based on the Linux operating platform, which is a
commonly used for crystallographic software, making it easy
to use with other software. The programs CCP4 should be pre-
installed and added to the environment variables of the local
system. For more detail, please read the README.md files in
the DSAS package.
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[12] Bunkóczi G, McCoy A J, Echols N, Grosse-Kunstleve R W, Adams P

D, Holton J M, Read R J and Terwilliger T C 2015 Nat. Methods 12
127

[13] Hu M, Gao Z, Zhou Q, Geng Z and Dong Y 2019 Radiat. Detect. Tech-
nol. Methods 3 48

[14] Knight S 2000 Acta Cryst. D 56 42
[15] Rius J and Torrelles X 2022 Acta Cryst. A 78 473
[16] Rius J 2011 XLENS v1: a Computer Program for Solving Crystal

Structures from Diffraction Data by Direct Methods Institut de Ciència
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