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We experimentally study the ergodic dynamics of a 1D array of 12 superconducting qubits with a
transverse field, and identify the regimes of strong and weak thermalization with different initial states. We
observe convergence of the local observable to its thermal expectation value in the strong-thermalizaion
regime. For weak thermalization, the dynamics of local observable exhibits an oscillation around the
thermal value, which can only be attained by the time average. We also demonstrate that the entanglement
entropy and concurrence can characterize the regimes of strong and weak thermalization. Our work
provides an essential step toward a generic understanding of thermalization in quantum systems.
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Thermalization of an isolated quantum many-body
system under nonequilibrium dynamics is a central topic
in statistical mechanics [1–7]. For classical systems,
statistical mechanics claims that with a longtime average,
the Maxwell velocity distribution, independent of the initial
condition, is satisfied [1]. In quantum cases, the choice of
initial states plays an important role in the thermalization
of closed nonintegrable many-body systems driven out of
equilibrium. Numerical works [8,9] have shown that in a
nonintegrable Ising model, when the effective inverse
temperature of initial states is close to 0, the quenched
states rapidly converge to their thermal expectations at a
time after a short relaxation, and different from the classical
counterpart, the time average is not necessary for achieving
thermal equilibration. This phenomenon is regarded as
strong (rapid) thermalization. In contrast, if the effective
inverse temperature of initial states is sufficiently far away
from 0, the temporal evolution of the local observable
exhibits an obvious oscillation, with the longtime average
attaining the thermal expectation value. Moreover, the
decay of local observables and the growth of entanglement
entropy (EE) are slow [10]. This phenomenon is known as
weak (slow) thermalization. Recently, it has been numeri-
cally shown that regimes of strong and weak thermalization

exist in the long-range Ising model describing trapped
ions [10]. Nevertheless, a direct experimental comparison
between strong thermalization and weak thermalization
remains absent.
On the basis of the high-precision control, long coher-

ence time, and the accurate readout, a superconducting
quantum processor is an excellent platform for generating
multipartite entangled states [11–13], characterizing quan-
tum supremacy [14–16], and demonstrating variational
quantum computation [17,18]. Moreover, by performing
analog quantum simulations, the platform is also employed
to study the phenomena in quantum many-body systems
out of equilibrium, including quantum walks [19], many-
body localization [20–22], dynamical phase transitions
[23], and ergodic-localized junctions [24].
Here, a superconducting circuit, consisting of 12 trans-

mon qubits, arranged in a 1D array with nearest-neighbor
capacitive couplings, is employed to implement our experi-
ments [see Fig. 1(a)]. The array of transmon qubits can be
described by the 1D Bose-Hubbard model, where the
anharmonicity of transmons is sufficiently large, preventing
the doubly occupied state of transmons [19,25–27]. Thus,
in the hard-core limit, the Bose-Hubbard model reduces to
the integrable XX model [28–30]. To experimentally study
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strong and weak thermalization, we realize a nonintegrable
system, using the superconducting qubit chain with a
controllable transverse field. We observe the signatures of
strong and weak thermalization via measuring the local
observable with different initial states. Since the description
of the local observable, using statistical mechanics, relies on
the local entropy created by entanglement, the dynamics of
the EE plays a key role in thermalization [31–35]. Thus, we
study theEEof the single-qubit subsystems and show that the
EEcan distinguish the strong-thermalization regime from the
weak one. Furthermore, we measure the concurrence [36] of
the reduced density matrices of two nearest qubits, employ-
ing the tomographic readout, and observe thermal entangle-
ment [37] in the presence of weak thermalization.
When we impose resonant microwave drives with a

magnitude g ≃ λ on all qubits, generating a local transverse
field [23], the effective Hamiltonian of the superconducting
circuit reads

Ĥ ¼ λ
X11

j¼1

ðσ̂xj σ̂xjþ1 þ σ̂yj σ̂
y
jþ1Þ þ g

X12

j¼1

σ̂yj ; ð1Þ

where λ ¼ J=2 with J being the nearest-neighbor coupling
strength shown in Fig. 1(a). For details regarding the

Hamiltonian (1), including its experimental realization
and breakdown of integrability, as well as the performance
of our device, see Supplemental Material [38].
To observe strong and weak thermalization, we initialize

the system by preparing each qubit in the direction ðθ0;ϕ0Þ,
which can be described as the spin coherent state

jθ0;ϕ0i ¼
Y12

j¼1

�
cos

θ0
2
j þ Zij þ e−iϕ0 sin

θ0
2
j − Zij

�
; ð2Þ

where j þ Zij (j − Zij) denotes the eigenstate of σ̂zj with
the eigenvalue þ1 (−1). Next, all qubits are biased to
the working point to start the quench dynamics, jΨti ¼
e−iĤtjθ0;ϕ0i.We then tune the qubits to their idle points, and
perform the quantum state tomography to reconstruct the
one- and two-qubit density matrices. The experimental pulse
sequence and control waveforms are shown in Figs. 1(b)
and 1(c), respectively. There are three essential experimental
requirements to be satisfied: (i) To realize the time evolution,
all qubits should be tuned to the same frequency; (ii) The
initial states of all qubits should be uniform at the start
point of the time evolution; (iii) The local transverse fields
of all qubits should be uniform during the evolution.

(a)

(b)

(c)

(d)

(e)

FIG. 1. (a) Architecture of the 24-qubit superconducting circuit. The qubits Q1 −Q12 are employed to realize a 1D nonintegrable
model. (b) The schematic diagram of the pulse sequence used to observe strong and weak thermalization, which consists of three parts,
i.e., initialization, evolution, and measurement. For the initialization, we prepare all qubits at jθ0;ϕ0i, i.e., Eq. (2). Starting from the j0i
state, all qubits are prepared at jθ0;ϕ0

0i via the gate R̂ðθ0;ϕ0
0Þ rotating j0i around the axis n̂ ¼ cosðϕ0

0Þσ̂y − sinðϕ0
0Þσ̂x by a angle θ0.

However, due to the dynamical phases accumulated in tunning qubits to the evolution point, ϕ0
0 is not equal to ϕ0. We calibrate the

dynamical phases, and then correct all qubits to the same initial state jθ0;ϕ0i. (c) The control waveforms corresponding to the pulse
sequence in (b). The single-qubit pulses after j0i refer to the gate R̂ðθ0;ϕ0Þ. To realize the nonequilibrium quantum dynamics, the Z
pulses and resonant microwave pulses (the sinusoidal line) are simultaneously applied to each qubit. After the evolution, quantum state
tomography measurements are performed at idle points of the qubits and single-qubit pulses are required. (d) For the Hamiltonian (1),
the density of states ρðϵÞ as a function of the normalized energy ϵ obtained by the numerical simulation. The normalized energy of two
initial states jπ; 0i and jπ=2; π=4i are highlighted. (e) The normalized energy of the initial state jθ0;ϕ0i as a function of θ0 and ϕ0.
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These requirements are fulfilled with specific calibrations
(see Supplemental Material for details [38]).
The occurrence of strong or weak thermalization relates

closely to the effective inverse temperature β of jθ0;ϕ0i,
which can be obtained by solving Tr½Ĥðjθ0;ϕ0ihθ0;
ϕ0j − ρ̂βÞ� ¼ 0, with ρ̂β ¼ e−βĤ=Trðe−βĤÞ being the thermal
state [8]. Moreover, the quasiparticle explanation of weak
thermalization indicates that initial states in the weak-
thermalization regime are near the edge of the energy
spectrum [9]. Here, we first consider two initial states
jθ0;ϕ0i ¼ jπ=2; π=4i and jπ; 0i whose effective inverse
temperature is numerically estimated as Jβ ≃ −1.034 and
0, lying in the weak- and strong-thermalization regime,
respectively. In addition to the effective inverse temperature,
the regimes of strong and weak thermalization can be
identified by defining the normalized energy of the initial
state jθ0;ϕ0i

ϵ ¼ hθ0;ϕ0jĤjθ0;ϕ0i − Emin

Emax − Emin
; ð3Þ

with Emax and Emin being the maximum and minimum
eigenvalue of Ĥ, respectively. In Fig. 1(d), the ϵ of the initial
state jπ; 0i corresponds to the maximum density of states
(DOS) ρðϵÞ, while the ϵ of the initial state jπ=2; π=4i is close
to the edgewith ρðϵÞ ≃ 0. Moreover, in Fig. 1(e), we plot the

normalized energy of different initial states jθ0;ϕ0i,
i.e., ϵðθ0;ϕ0Þ.
We start by characterizing strong and weak thermal-

ization employing the local observable σ̂zðtÞ¼1=12
P

12
j¼1×

hΨtjσ̂zjjΨti. Figures 2(a) and 2(c) present the experimental

results of the time evolution of σ̂zðtÞwith initial states jπ; 0i
and jπ=2; π=4i, respectively. It is shown that for the initial
state jπ; 0i in the strong-thermalization regime, σ̂zðtÞ stably
achieve the thermal value Trðρ̂βσ̂zjÞ ¼ 0 after t ≃ 150 ns.
In contrast, for the initial state jπ=2; π=4i in the weak-
thermalization regime, σ̂zðtÞ strongly oscillates around the
thermal value 0. It is noted that the anomalously persistent
oscillation has also been observed in the Rydberg-atom
quantum simulator [42]. This oscillation arises from the
quantum many-body scars, that is a mechanism different
from weak thermalization [43]. In addition, we measure the
dynamics of σ̂zðtÞ with the initial state jπ=2; 8π=5i, which
also lies in the strong-thermalization regime, since its
effective inverse temperature is Jβ ≃ 0. The results,
depicted in Fig. 2(b), show that even the behavior of short
relaxation is different from that with the initial state jπ; 0i,
the local observable also has a stationary value near the
thermal value 0 after t ≃ 150 ns, which is a hallmark of
strong thermalization.
Next, we consider the von Neumann EE, S ¼

−Tr½ρ̂j lnðρ̂jÞ�, where ρ̂j is the reduced density matrix
of the jth qubit. We average the EE over all qubit sites.
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FIG. 2. (a) Experimental data of the time evolution of the local observable σ̂zðtÞ with the initial state jπ; 0i. (b) As in (a), but for the
initial state jπ=2; 8π=5i. (c) As in (a), but for the initial state jπ=2; π=4i. (d) Experimental data of the time evolution of the entanglement
entropy with the initial state jπ; 0i. (e) As in (d), but for the initial state jπ=2; 8π=5i. (f) As in (d), but for the initial state jπ=2; π=4i. The
horizontal lines in (d)–(f) denote the Page value of the EE. The solid lines in (a)–(f) are numerical results without considering
decoherence. The solid line in (f) is numerical results considering decoherence (see Supplemental Material [38] for the effects of
decoherence). The shaded region shows the error bars of the numerical results, taking the uncertainties of the local field into
consideration (see Supplemental Material [38]). The initial states are presented in Bloch spheres, where jXþi, jYþi, and jZþi are the
eigenstate of σx, σy and σz with the eigenvalue þ1, respectively.
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The dynamics of the EE, with the initial states jπ; 0i and
jπ=2; 8π=5i in the regime of strong thermalization, are
displayed in Figs. 2(d) and 2(e), respectively. We observe
that for strong thermalization, the EE rapidly reaches the
Page value SPage ≃ 0.692 as the maximum EE of a single-
qubit subsystem of a total system in the random pure
state [44]. However, for weak thermalization, the non-
equilibrium dynamics gains the EE smaller than the Page
value [Fig. 2(f)].
Furthermore, we study the time-averaged EE between 100

and 200 ns with different initial states jθ0;ϕ0i. In Fig. 3(a),
we show the experimental data of time-averaged EE with
different initial states jθ0;ϕ0i, which bears a close resem-
blance to the normalized energy in Fig. 1(e). Specifically,
with θ0 ¼ π=2, around ϕ0 ≃ 3π=2, ϵ ≃ 0.4, and the DOS
ρðϵÞ becomes themaximum [see Figs. 1(d) and1(e)]. Thus, it
can be predicted that strong thermalization occurs in this
regime. Additionally, according to the results in Figs. 1(d)
and 1(e), the normalized energy is near 1 atϕ0 ¼ π=2, where
the DOS is close to 0, and the degree of thermalization is the
weakest. The experimental data of the time-averaged EE,
with θ0 ¼ π=2 and different ϕ0, are presented in Fig. 3(b).
There is a minimum of the EE around ϕ0 ¼ π=2, corre-
sponding to the weakest thermalization. Moreover, the
maximum EE reveals a regime of strong thermalization with
θ0 ¼ π=2 and ϕ0 ∈ ½1.3π; 1.9π�.

The trace distance between the nonequilibrium state
ρ̂t ¼ jΨtihΨtj and the thermal state ρ̂β, with the β being
the effective inverse temperature of the initial state, i.e.,
1
2
Trðjρ̂t − ρ̂βjÞ, can diagnose quantum thermalization [31].

It has been numerically shown that the distance monoton-
ically decays to 0 for strong thermalization. With initial
states in the weak-thermalization regime, the decay of
the distance can also be observed but with a strong
fluctuation [8].
We measure the reduced density matrix ρ̂j;jþ1

t of the
subsystem consisting of the jth and (jþ 1)th qubit, using
the quantum state tomography. For the initial state jπ; 0i, the
effective inverse temperature is Jβ ¼ 0, and the correspond-
ing two-qubit thermal state is Î=4 with Î being an identity
matrix. Then, the trace distance between ρ̂j;jþ1

t and Î=4,
averaged over the qubit site j, can be directly obtained.
Similarly, by considering the thermal states ρ̂j;jþ1

β with
Jβ ≃ −1.034, the dynamics of the trace distance, with the
initial state jπ=2; π=4i, can also be measured. As shown in
Figs. 4(a) and 4(b), the trace distance decays during the time
evolution for both strong andweak thermalization, indicating
the tendency ρ̂j;jþ1

t ≃ ρ̂j;jþ1
β . However, for weak thermal-

ization, the trace distance strongly oscillates [Fig. 4(b)].
Finally, we experimentally investigate the concurrence

of the two-qubit reduced density matrix ρ̂j;jþ1
t , which is
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white dashed line in (a) highlights θ0 ¼ π=2. The solid line in
(b) shows the numerical result considering decoherence (see
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shaded region shows the error bars of the numerical results,
taking the uncertainties of the local field into consideration (see
Supplemental Material [38]).
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FIG. 4. (a) Experimental data of the trace distance between the
nonequilibrium and thermal states with the initial state jπ; 0i.
(b) As in (a), but for the initial state jπ=2; π=4i. (c) Experimental
data of the concurrence with the initial state jπ; 0i. (d) As in (c),
but for the initial state jπ=2; π=4i. The solid lines in (a) and (c) are
numerical results without considering decoherence. The solid
lines in (b) and (c) are numerical results considering decoherence
(see Supplemental Material [38] for the effects of decoherence).
The shaded region shows the error bars of the numerical results,
taking the uncertainties of the local field into consideration (see
Supplemental Material [38]). The initial states are presented in
Bloch spheres, where jXþi, jYþi, and jZþi are the eigenstate of
σx, σy and σz with the eigenvalue þ1, respectively.
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defined as Eðρ̂Þ ¼ maxf0; ffiffiffiffiffi
γ1

p − ffiffiffiffiffi
γ2

p − ffiffiffiffiffi
γ3

p − ffiffiffiffiffi
γ4

p g,
where γ1;…; γ4 are eigenvalues listed in decreasing order
of the matrix Γ ¼ ρ̂ðσ̂y ⊗ σ̂yÞρ̂�ðσ̂y ⊗ σ̂yÞ [36]. The time
evolution of the concurrence, with the initial state jπ; 0i and
jπ=2; π=4i, is presented in Figs. 4(c) and 4(d), respectively.
We observe that the concurrence vanishes after t ≃ 50 ns
for strong thermalization. Whereas, the concurrence pre-
serves a finite value with the initial state in the weak-
thermalization regime, which can be interpreted as the
thermal entanglement, i.e., the concurrence in thermal
states ρ̂β [37], according to ρ̂j;jþ1

t ≃ ρ̂j;jþ1
β as a result of

the ergodic dynamics in the weak-thermalization regime.
The numerics of the concurrence in thermal states ρ̂β with
different β are presented in Supplemental Material [38].
In summary, we have provided clear experimental

evidence for characterizing the regimes of strong and weak
thermalization. Weak thermalization, with a slow growth of
the EE, has the potential for generating states with long-
lived coherence and stabilizing the phases of matter far
away from equilibrium, such as Floquet symmetry-
protected topological phases [45], discrete time crystals
[46], many-body localized phase [6,47,48], and dynamical
paramagnetic and ferromagnetic phases [23,49]. Our work
also indicates that the 1D array of superconducting qubits
can be a promising platform for exploring the issues at the
foundation of quantum thermodynamics.
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