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ABSTRACT: Artificial intelligence has surged forward with the
advent of generative models, which rely heavily on stochastic
computing architectures enhanced by true random number
generators with adjustable sampling probabilities. In this study,
we develop spin—orbit torque magnetic tunnel junctions (SOT-
MT]Js), investigating their sigmoid-style switching probability as a
function of the driving voltage. This feature proves to be ideally
suited for stochastic computing algorithms such as the restricted
Boltzmann machines (RBM) prevalent in pretraining processes.
We exploit SOT-MT]Js as both stochastic samplers and network
nodes for RBMs, enabling the implementation of RBM-based
neural networks to achieve recognition tasks for both handwritten
and spoken digits. Moreover, we further harness the weights
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derived from the preceding image and speech training processes to facilitate cross-modal learning from speech to image generation.
Our results clearly demonstrate that these SOT-MT]Js are promising candidates for the development of hardware accelerators
tailored for Boltzmann neural networks and other stochastic computing architectures.
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Rapid advancements in artificial intelligence (AI) have led
to the emergence of powerful generative models,
essentially large-scale stochastic neural networks underpinned
by probability and statistics principles." ™' Despite their
remarkable capabilities, training these models is a computa-
tionally intensive task, relying heavily on an advanced
complementary-metal-oxide semiconductor (CMOS) based
central processing unit (CPU) or graphics processing unit
(GPU) hardware."”™"® As the evolution of conventional
CMOS technology approaches the Moore’s Law limit and
the classical von Neumann computing architecture grapples
with the significant memory wall issue, the progressive
trajectory of generative Al is expected to be revolutionized
by emerging nonvolatile memory technologies. ™"’

Nonvolatile random-access memory (RAM) technologies
such as resistive RAM,*%? phase change RAM,* magneto-
resistive RAM (MRAM),** and ferroelectric RAM*® have been
proven exceptionally suitable and successful in hardware-
accelerated matrix multiplication, a burdensome operation
predominant in Al training and computing, owing to their
nonvolatility and crossbar structure. Nevertheless, matrix
multiplication is just one side of the coin in stochastic neural
networks. Stochastic sampling forms the other vital operation
aligning with the stochastic computing architecture inherent to
generative neural networks. >>°73!
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Boltzmann machines and restricted Boltzmann machines
(RBMs) are a standout among stochastic computing
algorithms to implement generative neural networks known
for their effectiveness in unsupervised classification and
recognition tasks and widely employed for pretraining
unannotated data.**™>* In the RBM algorithm, besides the
matrix multiplication, a stochastic sampling process named as
the Gibbs sampling plays a weighty role, which has to
stochastically sample the state of network accurately according
to a probability-distribution-function (PDF) predefined by its
network parameters. Only if this stochastic sampling process is
precisely executed can the energy of the network be assured to
converge toward its global minimum. Conventionally, this
sampling procedure involves generation of many pseudoran-
dom numbers calculated by the CPU according to the PDFs,
which is undeniably lengthy and inefficient. Alternatively, novel
materials such as two-dimensional materials or memristor, and
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Figure 1. Stochastic switching performance of SOT-MT]Js. (a) The stack structure of SOT-MTJs. (b) The schematic energy profile of low barrier
and high barrier MTJs. (c) R—H loop obtained by scanning an in-plane magnetic field along the easy axis of the MT]J. (d) Field-free magnetization
switching driven by SO ns pulse currents. The inset is the top view of the scanning electron microscope (SEM) image of an MT]J. (e) Switching
probability (P) as a function of V;, and its fitting result with a well-matched sigmoid curve. (f—h) Switching results obtained from continuous

testing at voltages of 1.1 V (f), 1.2 V (g), and 1.3 V (h).

their stochastic dynamics, are adopted for the sampling
procedure in hardware.***

Especially, nonvolatile spintronic devices like magnetic
tunnel junctions (MTJs) with hi§h speed and endurance
could potentially be a game-changer”’~** despite their rareness
in this field before. The intrinsically stochastic spin dynamics
of MTJs,*™* especially those employing SOT,"”™>* make
them competitive true random number generators
(TRNGs), ™ thereby extending their utility to generative
Al applications. Here, we aim to address the stochastic
sampling challenge in spintronic hardware, enhance the
efficiency of the Gibbs sampling operation in RBM by
leveraging high-performance SOT-MT]Js, and experimentally
demonstrate the high compatibility of SOT-MTJs with the
needs of RBM. To begin, we characterized the stochastic
switching performance of SOT-MT]s, achieving a probability—
voltage (P—V) tunability that aligns well with the desired
sigmoid function. The SOT-MT]Js were then deployed as both
network nodes and stochastic samplers in image and speech
recognition and even cross-modal learning tasks.”” In addition,
we explored the SOT-MT] based RBMs in various fields
including AI generation, image recovery, data encryption,

integer factorization, and reversible logic. Our study clearly
manifests that the implementation of Gibbs sampling using
SOT-MTJs can significantly expedite the development of
generative neural networks via spintronic hardware.

The MT]J device, as shown in Figure la, encompasses a
W(3)/CoyoFeqoBy(1.4)/ MgO(1.5)/Co,oFegB,o(3)/W(0.4)/
Co(2.7)/Ir,sMn,5(10) /Ru(4 nm) nanopillar and Au electro-
des. It has a well-defined cross-section, measuring approx-
imately 330 X 170 nm, akin to an ellipse as shown in the top
view (Figure 1d inset), thus enhancing the in-plane uniaxial
magnetic anisotropy along the ellipse’s long axis. We patterned
a 600 nm wide writing channel along the short axis of the MT]J,
facilitating the Y-type SOT switching mode®®*” in our in-plane
MTJs.

When a pulse current (S0 ns) is channeled through the
writing channel (W), the magnetization of the bottom
CoyoFegByy (1.4) free layer adjacent to W is subjected to a
spin—orbit torque (SOT) due to the spin Hall effect and the
induced spin current. The magnetization can subsequently be
manipulated or even switched if the pulse current is of
sufficient strength. The magnetic configurations of the MT]
device, that is, the parallel (P) or antiparallel (AP) alignment
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Figure 2. Image and speech recognition based on SOT-MTJ-RBMs in experiments. (a) A typical RBM structure as an example with 25 visible
nodes (v;) and 2 hidden nodes (/). The training process is divided into three parts, RBM training (unsupervised), logistic regression (supervised),
and a final test (calculating accuracy). The Gibbs sampling of each node can be achieved with SOT-MT]Js. Specifically, the probabilistic sampling
P(v; = 1lh) and P(hj = 1lv) according to the sigmoid function 6(-) can be directly replaced by simple switching operations of SOT-MT]Js. The
conditional probability P of the visible (hidden) nodes depends on the overall weighted influence from their connected hidden (visible) nodes. The
dependence complies with the sigmoid function. The parameters A and B here are used for renormalization. (b) “0” and “1” examples of MNIST
data sets and final training data after mean pooling. (d) “0” and “1” examples of Free-Spoken-Digit-Data sets and final training data after fast
Fourier transform (FFT) and mean pooling. (c and e) The experiment and simulation accuracy of image recognition (c) and speech recognition

(e).

of the free layer relative to the top pinned Co,Feq(B, layer,
can be probed by the low or high junction resistance of the
MT] device, respectively. For instance, the MT] resistance can
be switched by an external magnetic field or the pulse current,
as illustrated in Figure 1¢,d. The tunneling magnetoresistance
(TMR) ratio is over 100%, indicating the high MgO barrier
quality. The critical voltage for the AP to P transition is —1.2
V, and for the P to AP transition, it is 1.3 V. This voltage range
can be managed by advanced CMOS technology.”’ The
corresponding current density is approximately 8.3 X 10° A/
cm® @ SO ns, consistent with the levels reported for W/
These high-performance SOT-MT]J
devices thus present an exceptional platform for stochastic
computing applications, as made evident by our experimental
demonstrations below.

In our exploration, the SOT-MT]J devices serve the
elementary function of a Bernoulli true random number
generator (TRNG) for stochastic sampling, acting as a binary
TRNG with a tunable probability P or (1 — P) to sample 1 or
0, respectively. Typically, MTJ-based TRNGs can be
categorized into two types: low-barrier**®' = and high-barrier

Co,oFeqoByg systems.58

systems (Figure 1b). The former features a barrier comparable
to kgT (low thermal stability factor), and hence, its magnetic
configuration or junction resistance can stochastically flip
between the P and AP states due to thermal fluctuations.
Without external controls, both states have an occurrence
probability of 50%.

On the other hand, the high-barrier TRNG possesses a
much higher thermal stability factor. Consequently, only when
an external stimulus activates a high-barrier MTJ to a specific
critical state can thermal fluctuations significantly influence the
stochastic switching dynamics. In this case, we can tune the
switching probability (P) continuously by modulating the
amplitude of the external stimuli (in this instance, spin—orbit
torque), as illustrated in Figure le. Figure 1f—h demonstrates
the occurrence of the P and AP states at three typical voltages
(1.1, 1.2, and 1.3 V) corresponding to P = 20%, 50%, and 80%,
respectively, directly reflecting the P-tunability. Furthermore,
the P — V dependency of this SOT-MT]J aligns perfectly with
the sigmoid function (Figure le), endorsing its application as a
Bernoulli TRNG in the Boltzmann machines, an efficient
stochastic computing architecture. Moreover, a high barrier
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Figure 3. Experimental implementation of image and speech crossmodal learning on a merged RBM. (a and b) Presentation of audios for zero (a)
and one (b) in the Free-Spoken-Digit-Data set. (c) Two RBMs are seamlessly connected through a labeled one-hot layer. The left input layer
contains audio information, and the rightmost layer outputs images, and vice versa. (d and e) Using the network in (c) to generate images of 0 (d)
and 1 (e) after sourcing the network with speech data in (a) and (b), respectively.

renders our SOT-MT]Js nonvolatile, a feature that is also
essential for implementing Boltzmann machines.”’

Boltzmann machines (BMs) offer a potent stochastic
computing architecture that is applicable to optimization,
classification, and recognition tasks. They possess a network
structure typically comprising numerous binary neurons (x;)
interconnected mutually by a symmetric weight (w; = w;),
which parametrizes their interaction. The node x; can be only 0
or 1. A BM is assigned a global energy E = — Y w;xx; to
quantify its overall interactions, which is physically similar to
that of the Ising model. Here, bias terms by, are realized by
adding a constant node (x, = 1) to the network. The
occurrence probability (P) of a state depends on its nominal
energy via P « exp(—E/T), mimicking a physical system
adhering to the Boltzmann distribution. The BM can ideally
settle down to its global minimum when it follows certain rules
to update. One such rule is the Gibbs sampling, wherein the
probability of a neuron (ith, for example) being 0 or 1 depends
on the combined influence of other connected neurons. This
influence is expressed in terms of probability: the probability of
sampling the ith node into 1 should precisely align with the
sigmoid-style PDF P(x;, = 1) = o(—AE/T) = 1/[1 +
exp(—AE,;/T)] with AE; = E{(x; = 0) — E(x; = 1) the energy
difference as x; = 0 or 1 and T a renormalized temperature for
tuning noise level. This Gibbs sampling rule ensures a lower
energy state more probabilistically favorable and improves the
chance for a network to converge to its global optimal. As
demonstrated below, SOT-MT]Js are well qualified to imple-
ment the Gibbs sampling for RBMs.

The restricted Boltzmann machine (RBM) is a simplified
version of the BM, offering enhanced parallelism. Figure 2a
provides a schematic illustration of the RBM network structure
and its implementation. The RBM includes a visible layer with
25 nodes and a hidden layer with 2 nodes. The visible
(hidden) layer is used for inputting/outputting image or
speech data (storing latent recognition data). These two layers
are interconnected with a weight matrix W}, containing 25 X 2
variables.

For image recognition, we initially input S X S pixels data
(V) of an image (after mean pooling from a 28 X 28 image in
the MNIST Data set) into the visible layer. We then employ
the Gibbs rule to sample the hidden layer. Before sampling, we
execute matrix multiplication V X W|. Its result, postrescaling,
is translated into the updating voltages of the SOT-MT]Js in the

hidden layer. These voltages are subsequently applied to SOT-
MT]Js in the hidden layer, helping them stochastically sample
their states directly without the need of generating random
numbers calculated by CPU as usual. The updated states of the
hidden layer can be read out through the resistances of the
SOT-MT]Js, thanks to their nonvolatility, with high and low
resistances denoting output 1 and 0, respectively.

After sampling the hidden layer, reconstruction from the
hidden nodes to the visible nodes can be carried out using the
same Gibbs sampling approach. In principle, iterative
compressions from visible to hidden and reconstructions in
the opposite direction can enable an RBM to reach its
thermodynamic equilibrium. After training, an RBM can not
only grasp the probabilistic distribution of the training data but
also generate new data according to the learned distribution,
which accounts for the powerful generation capability of
RBMs. Here, we employ the contrastive divergence method™*
to facilitate rapid training of RBMs. SOT-MTJs serve as
hardware accelerators to perform Gibbs sampling during the
learning and computation procedures. To conduct the Gibbs
sampling in an RBM, the hidden (visible) nodes should be
kept tightly invariant in their current states when updating
nodes in the visible (hidden) layer. In this case, it is impractical
to ensure indispensable synchronism with volatile MTJs. In
contrast, it is easy for nonvolatile MTJs to do so by a clock
signal. This is the reason why nonvolatile MTJs are
indispensable for the following learning and training tasks.
Supplementary Notes S1 and S11 provide more algorithm and
implementation details.

Figure 2b—e depicts the image and speech recognition
results achieved by the RBM utilizing SOT-MT]Js. Figure 2b
presents two typical “0” and “1” images from the MNIST data
set, alongside their mean pooling results. The image-
recognition accuracy for one (zero) is as high as 100%
(93%) (Figure 2c). Figure 2d displays the raw “0” and “1”
audio data from the Free-Spoken-Digit data set and their FFT
results after mean pooling (specific details can be found in
Supplementary Notes S1—4). The RBM attains 95% (90%)
accuracy for recognizing one (zero) (Figure 2e). Furthermore,
we constructed a deep belief network (DBN) based on the
SOT-MT]Js in a simulation to accomplish the recognition of all
handwritten digits and speech from 0 to 9. Supplementary
Note S7 illustrates the results and implementation details.
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Figure 4. Envision of RBM based on SOT-MT]Js. (a—c) The simulation results of RBM in generation (a), image repair (b), and data encryption
(c). (d) The experimental results of the inverted XOR gate, inferring possible [AB] combinations from a given C. (e) The energy (E) defined by
network weights as a function of the space coordinates of input (x, y) and output (z) for the inverted XOR gate. The left figure is the phase space
with all zero initialization weights; the right is the phase space after training. The yellow dots highlight the correct XOR patterns corresponding to
the output of 1 while the silver dots indicate the wrong patterns that a XOR gate should avoid. The selection of the correct patterns is achieved by
properly shaping the energy landscape here. (f) The integer factorization process using an RBM based on SOT-MT]Js in the experiment. (g) The
Gibbs sampling based on SOT-MT]Js can be combined with matrix multiplication also based on MT]J arrays to build a full spintronic hardware

RBM accelerator.

In addition to the capabilities in image and speech
recognitions, we further exemplify the multimodal and
crossmodal abilities of our SOT-MTJ-based RBM. The
capability to transform audio into an image using pretrained
weights, as demonstrated in the experiment, is depicted in
Figure 3. Similarly, the conversion of an image into audio is
illustrated in Supplementary Note S8. The network architec-
ture employed in our experiment is outlined in Figure 3c. The
hidden layers of the two RBMs, which were separately
responsible for image and speech recognitions in Figure 2,
are interconnected via a one-hot layer. The pretrained weights
(Wi audio and Wyjp...) from Figure 2 were utilized in this
configuration. The weights W, g, and Wy .0 Were easily
computed to facilitate the seamless integration of the two RBM
networks. The input audio data for zero and one fed into the
combined RBM are depicted in Figure 3a,b, while Figure 3d,e
displays the resulting output images generated by the RBM,
correspondingly. It is important to note that the generated
images are not replicas of any specific images from the MNIST
data set; they are synthesized by the trained RBM owing to its
stochastic nature. This combined RBM architecture can be

feasibly extended to implement crossmodal perception and
enhance associative power in neural networks.

In addition to image and speech recognition, we have also
explored potential applications for the SOT-MTJ-based RBM
in Figure 4. Once sufficiently trained, the RBM can generate an
output image representing digit 1 even when the input is an
entirely black image, as seen in Figure 4a. Furthermore, the
RBM can assist in reducing noise from an incomplete input
image to produce a significantly clearer output (illustrated in
Figure 4b). Even in situations in which the noise is so intense
that the original pattern becomes visually indistinguishable, the
RBM still possesses the capability to extract the hidden
information from the image. As demonstrated in Figure 4c,
these noise-reducing capabilities could be valuable for data
encryption, with the structure and weights of the RBM
network serving as its decryption key. This feature implies that
the RBM networks store information in their well-trained
weights in a distributed manner, contributing to their resilience
against intense noise.

To gain a deeper understanding of the operational principle
of the RBM and to expand its applications, we further
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conducted an experimental demonstration of a reversible logic
XOR gate, a milestone challenge in the history of Al because of
the absence of its linear separability. The implementation
details are explained in Supplementary Note SS. This XOR
gate consists of two input nodes, A and B, and an output node,
C. This reversible gate should have the ability not only to
perform forward derivation (A@B — C) but also to enable
reverse inference, allowing [AB] combinations inferred from C
(C — [AB]). Our SOT-MTJ-RBM demonstrated 100%
accuracy in derivation, as detailed in Supplementary Note
S9. For inference, as shown in Figure 4d, when input C = 1
(0), the gate indeed outputs [AB] = [01] or [10] ([00] or
[11]) with at least double the probabilities compared to the
remaining two.

Figure 4e visualizes the space expanded by the RBM energy
as a function of the coordinates A, B, and C. This gate has only
three visible degrees of freedom, allowing us to easily visualize
the phase space’s landscapes. Before training, the weights of
the RBM are all set to zero, resulting in a uniform space
(Figure 4e). However, after adequate training, four attractors
(local energy minima) appear in the energy landscape. Figure
4e also shows two attractors marked by two yellow dots
located precisely around the positions (1, 0, 1) and (0, 1, 1).
The other two attractors (0, 0, 0) and (1, 1, 0) are located on
the back of Figure 4e, as shown in Figure S8 (Supplementary
Note SS).

By analyzing this landscape, we can comprehend the
working principle and robustness of the RBM networks. For
recognition and classification, the fundamental process of
training an RBM is to build a phase space by adjusting its
weights, enabling attractors to emerge at points that
correspond to the observed patterns. For optimization and
denoising applications in a trained RBM, even if the input is
somewhat distant away from the corresponding attractor, the
Gibbs sampling rule, which favors a lower energy state with a
higher probability, can still guide the system toward
convergence at the attractor. Thus, it becomes understandable,
as seen in Figure 4e, that the [AB] combinations of [10] and
[01] around the attractors are more likely when C = 1.

Moreover, we extended our exploration of the RBM into
optimization applications, focusing on the problem of integer
factorization, as depicted in Figure 4f. Assuming an integer N
can be factorized into A X B, and the two factors can be further
binary-encoded into a2’ and Y b2, we can reframe the
integer factorization problem into an energy minimization
problem using the equation E = (N — AB)* + 1 = [N —
(Zaili)-(ijZj)]z + 1. In this equation, a; and b; are [0, 1]
binary random variables, and they can be represented by nodes
in different layers of an RBM. The weights between nodes g;
and b; can be directly determined by the energy equation.
More implementation specifics can be found in Supplementary
Note Sé6.

By constructing the corresponding RBM based on the
energy equation and adhering to the Gibbs sampling rule, we
are guided to the minimal energy, which also reveals the
factorization result. As Figure 4f demonstrates, log(E) rapidly
declines and ultimately reaches O through iterations, enabling
the decomposition of 667 into 23 X 29. This experiment
attests to the capabilities of the RBM in solving such NP-hard
(nondeterministic polynomial-time-hard) combinational prob-
lems.

Furthermore, high-barrier SOT-MT]Js, when employed as
nodes of RBMs, can store the results of sampling, which

facilitates their recall without the need for unnecessary data
transfers. Thus, this MTJ-based hardware acceleration
approach, which can speed both sampling and matrix
multiplication (as illustrated in Figure 4g), seems promising
for the future development of RBMs and other stochastic
computing architectures. We evaluated the energy consump-
tion of each random number in Supplementary Note S10.

In conclusion, we have developed high-performance SOT-
MT]J nanodevices that demonstrate a sigmoid-style switching
probability feature and utilized these SOT-MT]Js in the Gibbs
sampling process for the RBM algorithm. The RBM powered
by SOT-MT]Js exhibits versatility and effectiveness in various
tasks, including image and speech recognitions, crossmodal
learning, noise reduction, reversible logic, and integer
factorization. These demonstrations prove that high barrier
SOT-MT]Js are an excellent fit for the Gibbs sampling task and
can well serve as nodes of RBMs. This study sheds light on the
potential use of high-barrier SOT-MTJs for spintronic
generative Al hardware accelerators in the future, which
might speed up the pace of the field by hardware
implementation and provide more eflicient and effective
ways of processing and interpreting data in stochastic
computing architecture, thereby also broadening the applica-
tion scope of SOT-MT]Js.
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